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Abstract

In the paper, we build the forecast model of the percentage of damaged seeds of
leguminivora glycinivorella by the way of projection pursuit regression, because
the percentage of damaged seeds of leguminivora glycinivorella is affected by
several factors, such as the cardinal number that leguminivora glycinivorella live
through the winter and weather conditions and so on, and it is a nonlinear and
abnormal system. The historical fitting rate and the forecast fitting rate are both
satisfactory. So projection pursuit regression can be a new method of the insect
pest forecasting.
Keywords leguminivora glycinivorella(Mats.), the projection pursuit regression
(PPR), the percentage of damaged seeds

1 Introduction

Leguminivora glycinivorella is one of the major pests in soybean producing areas
of Heilongjiang Province. Because of the boring of its larvae, the soybean are of
inferior quality and it made the yield from soybean have a great loss. The annual
percentage of damaged seeds almost changes from 10% to 20% or indeed 30% to
40%, and it fluctuates greatly depending upon the area,the year and the vari-
ety of soybean. A long-term study by experts about Leguminivora glycinivorella
proves that, its percentage of damaged seeds for the current year. are mostly
affected by five factors[1-2]. The first three factors are the amount of damaged
seeds the average air temperature and the average rainfall in the last twenty-days
of September of the last year and the average air temperature and the average
rainfall of July for the current year. For the insect pest disaster systems exhibit-
ing complex properties of irregularity, difference, diversity, sudden change and
stochasticity, so the result in classical methods of multivariate statistical analysis
theory are unfit for the research in this field[3-6].We can use the technique of
projection pursuit regression to analyze the nonlinear and abnormal insect pest
system. Based on the linear projection of datum, the technique of projection
pursuit regression is used to find the nonlinear structure from linear projection,
so it can solve problems of nonlinearity and abnormality to some extent[7]. In
this paper, a projection pursuit regression model on percentage of damaged seeds
forecast of Leguminivora glycinivorella was proposed.
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2 Principle of PPR Model

In essence, projection pursuit regression is a method to process and analyze mul-
tivariate data, it converts multivariate data to low-dimensional data through
linear combination by computer technology, and analyze the data structures on
low-dimensional data, so as to achieve for statistical purposes easily[8]. Given the
projection pursuit regression techniques can overcome the dimension disaster and
can also mine and process varieties of non-normal and non-linear information in
raw data adequately, so the projection pursuit regression techniques is now being
applied successfully in drought forecasting, flood forecasting, air pollution con-
centrations forecasting and another research fields[9].

In order to avoid the conflict that the non-linear situation can not reflect by
the linear regression, projection pursuit regression model takes the method of
regression function approximated by the sum of a series of Ridge function. The
mathematical expression of projection pursuit regression is :

Y =
M∑

m=1

bmgm(

p∑
j=1

aTmjX), (m = 1, 2, ...,M, j = 1, 2, ..., p) (1)

Where Y is the dependent variable, M is the number of subfunction which ap-
proximate to the regression function, gm is the m-th smooth Ridge function, bm
is the weighed value which expresses the contribution of the m-th Ridge function
to the output value, amj is the j-th component of the m-th projection direction,

and p is the dimension of the input space; where
p∑

j=1
a2j = 1 in formula(1).

We construct a projection pursuit regression model based on the Hermite poly-
nomial, that is, we use alterable order orthogonal Hermite polynomial to fit one-
dimensional Ridge function. Its mathematical expression:

hr(z) = (r!)
1
2π

1
4 2−

r−1
2 Hr(z)ϕ(z), (−∞ < z < ∞) (2)

where r! denotes the factorial of r ,z = aTX ,φ is Gauss function in standard
form, Hr(z) is Hermite polynomial which show in recurrence form, as H0(z) =
1H1(z) = 2z Hr(z) = 2(zHr−1(z) − (r − 1)Hr−2(z)). Now the projection
pursuit regression model in formula (1) is changed as follow:

f(X) =

m∑
i=1

R∑
j=1

cijhij(a
T
i X) (3)

where R is the order of polynomial, c is coefficient of polynomial, h denotes
orthogonal Hermite polynomial which calculated by formula (2).
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The steps to construct the projection pursuit regression model based on Her-
mite polynomial are as follows[10]:

(1) Setting the dependent variables yi(i = 1, 2, ..., n) and the variables x1, x2, ...xp,
we can construct the data table, that is X = (x1, x2, ...xp)n×p and Y = (y)n×1,
between the dependent variables and the variables by observing n sample points.
Compute the projection values by formula (4).

zi =

p∑
j=1

ajxij , (i = 1, 2, ..., n; j = 1, 2, ..., p) (4)

where aj(j = 1, 2, ..., p) is the projection direction, xij has been normalized
already.

(2)Using the orthogonal Hermite polynomial to fit the scatters points (z, y).Now
the projection pursuit regression model based on Hermite polynomial is

ŷ =

n∑
i=1

r∑
j=1

cijhij(z), (i = 1, 2, ..., n; j = 1, 2, ..., r) (5)

Where r is the order of polynomial, c is coefficient of polynomial which we
can obtained through the method of least square, and h denotes the orthogonal
Hermite polynomial.

(3) Optimize the projection target function. To Optimize the projection di-
rection and the coefficient of polynomial simultaneously. We can estimate the
best value of a and c by solving the minimization problem of projection target
function.

minQ(a, c) =
1

n

n∑
i=1

(yi − ŷ)2 (6)

s.t

p∑
j=1

a2(j) = 1 (7)

(4) Calculate the first fitting residuals r1 = y − ŷ,if r1 is smaller than a user
specified threshold then stop, and output the value of a and c, else go to step (5).

(5) Replace y by r1 and go to step (1) for the next Ridge function until meet
the specified threshold.
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3 Examples

3.1 Materials

Table 1 The comparison between the fitting values of percentage of damaged
seeds and the observed values

year x1 x2 x3 x4 x5 y ŷ relative error %

1991 16 124 459 217 1535 8.6 8.18 4.85

1992 68.15 138 241 232 787 7.68 7.49 2.53

1993 42.68 120 321 231 710 10.15 10.45 -2.97

1994 97.5 137 668 246 4118 9.71 9.69 0.12

1995 68.5 145 263 229 1305 14.7 14.5 1.38

1996 86.1 144 142 232 1029 10.22 10.38 -1.56

1997 54.2 132 28 250 561 4.5 4.95 -9.97

1998 3.1 128 139 236 1314 5.2 5.08 2.37

1999 143 152 432 254 740 36.1 36.14 -0.12

2000 210.6 118 79 248 757 13.7 13.69 0.017

Table 2 The comparison between the forecast values of percentage of damaged
seeds and the observed values

year x1 x2 x3 x4 x5 y ŷ
′

relative error %

2001 166.9 161 23 213 739 31.1 29.83 -4.10

2002 77.2 143 141 231 1031 10.3 9.91 -3.82

2003 87.1 147 265 227 1307 14.6 14.67 1.84

2004 48.9 121 319 232 709 10.1 9.95 -1.49

2005 50.9 144 262 228 1306 15.4 15.89 3.18

In this paper, we study the relation between the percentage of damaged seeds of
leguminivora glycinivorella y(%)(for the current year) and five estimation factors
in Shuangcheng county, Heilongjiang province form 1991 to 2005, which x1 de-
notes the amount of damaged seeds for the last year, x2(

◦C) and x3(mm) denote
the average air temperature and rainfall in the last twenty-days of September for
the last year respectively, x4(

◦C) and x5(mm) denote the average air temperature
and rainfall of July for the current year respectively. And the datum is listed in
table 1 and table 2. We build the forecast model of the percentage of damaged
seeds by projection pursuit regression with datum of 1991 to 2000 and keep the
datum of 2001 to 2005 to test the forecast results.
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3.2 Method

Replace the variables in formula (4)-(7) by the dependent variable series y(i)(i =
1, 2, ..., 10) and the estimation variable(factor) series x1(i), x2(i), x3(i), x4(i),
x5(i)(i = 1, 2, ..., 10), one Ridge function was used in fitting to the model, and set
the order of the Hermite polynomial 4, then we can got the value of a, c by using
the method of accelerating genetic algorithm based on real coding, which model
the Biomimetic method of selecting the superior and eliminating the inferior and
the information exchange mechanism of internal chromosome.

3.3 Results and Analysis

From the computer program, we get the results:
Value of projection target function is 0.0587;
Projection direction vector a = (−0.4428, 0.7863, 0.1509, 0.0909,−0.3933);
Coefficient of polynomial c = (291.68,−39.40, 271.01,−18.23)
Through the results from the forecast model in table 2 we can see that the

average relative error, yi−ŷi
yi

(where ŷi is the fitting values, yi is the observed
values), is 2.59% to the modeling sample from 1991 to 2000. And the average
relative error is 2.89% to the sample from 1991 to 2000. So the forecast precision
of the model is satisfactory.

4 Some Discussion

We build pest forecast model by projection pursuit regression with only the origi-
nal observed datum of the estimation factors that closely related to the dependent
variable, without any processing datum for classification , so the method is easy
to operate.

For the method of projection pursuit regression have the characteristic of pro-
cessing high dimensional datum ,so it enable us to make use of more estimation
factors that related to the dependent variable and obtain adequate information
from the datum.

The pest forecast model built by projection pursuit regression can process da-
ta effectively whatever the the datum show normal distribution or not and the
relation between estimation factors and dependent variable is linear or not. We
don’t need to make any assumption for the distribution of samples. Therefore
the results from the model have stability, high accuracy. However, it is rare to
apply projection pursuit regression to pest forecasting ,so we hope more statist’s
in-depth exploration and research.
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