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Abstract: This paper discussed the problem of estimating of the stress-strength reliability \( R = \Pr(Y < X) \). It is assumed that the strength of a system \( X \), and the environmental stress applied on it \( Y \), follow the Quasi Lindley Distribution (QLD). Stress-strength reliability is studied using the maximum likelihood, and Bayes estimations. Asymptotic confidence interval for reliability is obtained. Bayesian estimations were proposed using two different methods: Importance Sampling technique, and MCMC technique via Metropolis-Hastings algorithm, under symmetric loss function (squared error) and asymmetric loss functions (linex, general entropy). The behaviors of the maximum likelihood and Bayes estimators of stress-strength reliability have been studied through the Monte Carlo simulation study. Finally analysis of a real data set has also been presented.
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1. INTRODUCTION

The stress-strength models have been widely used for reliability design of systems. In these models the reliability is defined as the probability that the strength is larger than the stress \( R = \Pr(Y < X) \). As the strength \( X \) is larger than the stress \( Y \), the system work efficiently, otherwise the the system fails. Estimation of stress-strength reliability was studied by several authors, for example, stress-strength model and its generalizations has been discussed in [10]. The estimation of \( R \) when \( X \) and \( Y \) are normally distributed was introduced by Church and Harris [7]. Krishnamoorthy et al. [11] introduced an inference on reliability in two-parameter exponential stress-strength model. Al-Mutairi et al. [1, 2] presented the stress-strength reliability for Lindley and weighted Lindley distributions respectively. Stress-strength reliability estimation for generalized Lindley distribution has been introduced by Singh et al. [18]. Recently Khan and Jan [9] studied the estimation of stress-strength reliability model using finite mixture of two parameter Lindley distributions.

This paper is focused upon studying the problem of the estimation of the stress-strength reliability for the Quasi Lindley Distribution (QLD) introduced by Shanker et al. [17] of which the Lindley distribution is a particular case. We estimated the parameter of the stress-strength reliability \( R \) using the maximum likelihood, and Bayesian estimation methods.
construct the asymptotic confidence interval of \( R \) based on the asymptotic distribution of the MLE of \( R \). In Bayesian estimation we introduced two sampling methods (importance sampling and MCMC).

The QLD has the following probability density function (PDF):

\[
f(x) = \frac{\theta}{\alpha + 1} (\alpha + \theta x) e^{-\theta x}, \tag{1.1}\]

and the following cumulative distribution function (CDF):

\[
F(x) = 1 - \left[ \frac{(1 + \alpha + \theta x)}{\alpha + 1} e^{-\theta x} \right], \tag{1.2}\]

where;

\( x > 0, \theta > 0, \alpha > -1 \).

This paper is organized as follows. In Section 2, stress-strength reliability issue is studied to obtain the reliability function of the parameters of QLD distribution. Maximum likelihood estimation for stress-strength reliability is discussed in Section 3. Asympototic confidence interval of reliability is proposed in section 4. In Section 5, a general procedure for deriving the Bayesian estimator of reliability is introduced, wherein we applied the importance sampling and MCMC techniques to compute the approximation of this estimator. Section 6 presented simulation study to investigate and compare the performance of each method of estimation. Section 7 presented analysis of a real data set for illustrative purposes. Finally, conclusions appear in Section 7.

2. STRESS-STRENGTH RELIABILITY

Assume \( X \sim LDL(\theta_1, \alpha_1) \) and \( Y \sim LDL(\theta_2, \alpha_2) \) are independent random variables with PDF \( f(x) \) and \( g(y) \), respectively. Then the stress strength reliability can be obtained as:

\[
R = Pr(Y < X) = \int_{0}^{\infty} \int_{0}^{x} f(x)g(y) \, dy \, dx.
\]

\[
= \int_{0}^{\infty} f(x)G(x) \, dx.
\]

\[
= \int_{0}^{\infty} \frac{\theta_1(\alpha_1 + \theta_1 x)}{\alpha_1 + 1} e^{-\theta_1 x} \left[ 1 - \left( \frac{1 + \alpha_2 + \theta_2 x}{\alpha_2 + 1} e^{-\theta_2 x} \right) \right] \, dx.
\]

\[
= \int_{0}^{\infty} \frac{\theta_1(\alpha_1 + \theta_1 x)}{\alpha_1 + 1} e^{-\theta_1 x} - \int_{0}^{\infty} \frac{\theta_1(\alpha_1 + \theta_1 x)(1 + \alpha_2 + \theta_2 x) e^{-\theta_1 x} e^{-\theta_2 x}}{(\alpha_1 + 1)(\alpha_2 + 1)} \, dx.
\]

\[
= \frac{\theta_1(2\theta_1 \theta_2 + (\theta_1 + \theta_2)(\alpha_2 \theta_1 + \alpha_1 \theta_2 + \theta_1) + \alpha_1 (\alpha_2 + 1)(\theta_1 + \theta_2)^2)}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3}. \tag{2.3}
\]

From Eq.(2.3), we noticed that \( R \) is a function of parameters \( \Theta = (\theta_1, \alpha_1, \theta_2, \alpha_2) \). Therefore, for maximum likelihood estimate (MLE) of \( R \) we need to obtain the MLEs of these parameters.
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3. MAXIMUM LIKELIHOOD ESTIMATION FOR RELIABILITY

Suppose that $x_1, x_2, \ldots, x_n$ is random sample from $QLD(\theta_1, \alpha_1)$, and $y_1, y_2, \ldots, y_m$ is random sample from $QLD(\theta_2, \alpha_2)$, then the log likelihood function can be written as:

$$
\log L(x, y; \Theta) = n \log (\theta_1) + m \log (\theta_2) - n \log (\alpha_1 + 1) - m \log (\alpha_2 + 1) - \theta_1 \sum_{i=1}^{n} x_i - \theta_2 \sum_{j=1}^{m} y_j + \sum_{i=1}^{n} \log (\alpha_1 + \theta_1 x_i) + \sum_{j=1}^{m} \log (\alpha_2 + \theta_2 y_j).
$$

(3.4)

The MLE of $\Theta = (\theta_1, \alpha_1, \theta_2, \alpha_2)$ can be obtained as a solution of the following equations:

$$
\frac{\partial L}{\partial \theta_1} = n \frac{x}{\theta_1} - \sum_{i=1}^{n} x_i + \sum_{i=1}^{n} \frac{x_i}{\alpha_1 + \theta_1 x_i} = 0,
$$

$$
\frac{\partial L}{\partial \theta_2} = m \frac{y}{\theta_2} - \sum_{j=1}^{m} y_j + \sum_{j=1}^{m} \frac{y_j}{\alpha_2 + \theta_2 y_j} = 0,
$$

$$
\frac{\partial L}{\partial \alpha_1} = -n \frac{1}{\alpha_1 + 1} + \sum_{i=1}^{n} \frac{1}{\alpha_1 + \theta_1 x_i} = 0,
$$

and

$$
\frac{\partial L}{\partial \alpha_2} = -m \frac{1}{\alpha_2 + 1} + \sum_{j=1}^{m} \frac{1}{\alpha_2 + \theta_2 y_j} = 0.
$$

Solving these equations numerically using an iterative process as Newton Raphson to get $\hat{\theta}_1, \hat{\alpha}_1, \hat{\theta}_2, \hat{\alpha}_2$, then the MLE of $R$ can be obtained as following:

$$
\hat{R} = 1 - \frac{\hat{\theta}_1 \left(2\hat{\theta}_1 \hat{\theta}_2 + \hat{\theta}_1 + \hat{\theta}_2 \left(\hat{\alpha}_2 \hat{\theta}_1 + \hat{\alpha}_1 \hat{\theta}_2 + \hat{\theta}_1 \hat{\alpha}_1 \right) + \hat{\alpha}_1 \left(\hat{\alpha}_2 + 1\right) \left(\hat{\theta}_1 + \hat{\theta}_2\right)^2\right)}{(\hat{\alpha}_1 + 1) (\hat{\alpha}_2 + 1) \left(\hat{\theta}_1 + \hat{\theta}_2\right)^3}.
$$

(3.5)

4. ASYMPTOTIC CONFIDENCE INTERVAL OF R

The asymptotic variance-covariance matrix of all parameters can be approximated by the inverse of observed information matrix, and then derive the asymptotic distribution of $\hat{R}$. Based on the asymptotic distribution of $\hat{R}$, we obtain the asymptotic confidence interval of $R$.

The Fisher information matrix of $\Theta = (\theta_1, \alpha_1, \theta_2, \alpha_2)$ is given as:

$$
I(\Theta) = \begin{pmatrix}
E(\frac{\partial^2 L}{\partial \theta_1^2}) & E(\frac{\partial^2 L}{\partial \theta_1 \partial \alpha_1}) & E(\frac{\partial^2 L}{\partial \theta_1 \partial \theta_2}) & E(\frac{\partial^2 L}{\partial \theta_1 \partial \alpha_2}) \\
E(\frac{\partial^2 L}{\partial \alpha_1 \partial \theta_1}) & E(\frac{\partial^2 L}{\partial \alpha_1^2}) & E(\frac{\partial^2 L}{\partial \alpha_1 \partial \theta_2}) & E(\frac{\partial^2 L}{\partial \alpha_1 \partial \alpha_2}) \\
E(\frac{\partial^2 L}{\partial \theta_2 \partial \theta_1}) & E(\frac{\partial^2 L}{\partial \theta_2 \partial \alpha_1}) & E(\frac{\partial^2 L}{\partial \theta_2^2}) & E(\frac{\partial^2 L}{\partial \theta_2 \partial \alpha_2}) \\
E(\frac{\partial^2 L}{\partial \alpha_2 \partial \theta_1}) & E(\frac{\partial^2 L}{\partial \alpha_2 \partial \alpha_1}) & E(\frac{\partial^2 L}{\partial \alpha_2 \partial \theta_2}) & E(\frac{\partial^2 L}{\partial \alpha_2^2})
\end{pmatrix}.
$$

$$
= \begin{pmatrix}
I_{11} & I_{12} & I_{13} & I_{14} \\
I_{21} & I_{22} & I_{23} & I_{24} \\
I_{31} & I_{32} & I_{33} & I_{34} \\
I_{41} & I_{42} & I_{43} & I_{44}
\end{pmatrix}.
$$
Where:

\[ I_{13} = I_{31} = 0; \quad I_{14} = I_{41} = 0, \]
\[ I_{23} = I_{32} = 0; \quad I_{24} = I_{42} = 0, \]
\[ I_{11} = -\frac{n^2}{\theta_1} - \sum_{i=1}^{n} \frac{x_i^2}{(\alpha_1 + \theta_1 x_i)^2}, \]
\[ I_{22} = \sum_{i=1}^{n} \frac{1}{(\alpha_1 + \theta_1 x_i)^2} - \frac{n}{(\alpha_1 + 1)^2}, \]
\[ I_{33} = -\frac{m^2}{\theta_2} - \sum_{j=1}^{m} \frac{y_j^2}{(\alpha_2 + \theta_2 y_j)^2}, \]
\[ I_{44} = \sum_{j=1}^{m} \frac{1}{(\alpha_2 + \theta_2 y_j)^2} - \frac{m}{(\alpha_2 + 1)^2}, \]
\[ I_{12} = I_{21} = \sum_{i=1}^{n} \frac{x_i}{(\alpha_1 + \theta_1 x_i)^2}, \]
\[ I_{34} = I_{43} = -\sum_{j=1}^{m} \frac{y_j}{(\alpha_2 + \theta_2 y_j)^2}. \]

Using the Central limit theorem, we obtain the following theorem:

**Theorem 1:** As \( n \to \infty, m \to \infty; \) then

\[
\left( \sqrt{n}(\hat{\theta}_1 - \theta_1), \sqrt{n}(\hat{\alpha}_1 - \alpha_1), \sqrt{m}(\hat{\theta}_2 - \theta_2), \sqrt{m}(\hat{\alpha}_2 - \alpha_2) \right) \overset{d}{\to} N(0, I^{-1}(\Theta)).
\]

Where \( \overset{d}{\to} \) means converge in distribution, and \( I^{-1}(\Theta) \) is the inverse of the matrix \( I(\Theta) \).

In order to establish the asymptotic normality of \( R \), we first define:

\[
d(\Theta) = \left( \frac{\partial R}{\partial \theta_1}, \frac{\partial R}{\partial \alpha_1}, \frac{\partial R}{\partial \theta_2}, \frac{\partial R}{\partial \alpha_2} \right)^T = (d_1, d_2, d_3, d_4)^T,
\]

where \( T \) is transpose operation, and

\[
d_1 = -\frac{\theta_1(2\alpha_1(\alpha_2 + 1)(\theta_1 + \theta_2) + \alpha_1\theta_2 + (\alpha_2 + 1)(\theta_1 + \theta_2) + \alpha_2\theta_1 + \theta_1 + 2\theta_2)}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3} + \frac{3\theta_1(\alpha_1(\alpha_2 + 1)(\theta_1 + \theta_2)^2 + (\theta_1 + \theta_2)(\alpha_1\theta_2 + \alpha_2\theta_1 + \theta_1) + 2\theta_1\theta_2)}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^4} - \frac{\alpha_1(\alpha_2 + 1)(\theta_1 + \theta_2)^2 + (\theta_1 + \theta_2)(\alpha_1\theta_2 + \alpha_2\theta_1 + \theta_1) + 2\theta_1\theta_2}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3},
\]
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\[
d_2 = \frac{\theta_1 (\alpha_1 (\alpha_2 + 1)(\theta_1 + \theta_2)^2 + (\theta_1 + \theta_2)(\alpha_1 \theta_2 + \alpha_2 \theta_1 + \theta_1) + 2\theta_1 \theta_2)}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3} - \frac{\theta_1 ((\alpha_2 + 1)(\theta_1 + \theta_2)^2 + \theta_2(\theta_1 + \theta_2))}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3},
\]

\[
d_3 = \frac{3\theta_1 (\alpha_1 (\alpha_2 + 1)(\theta_1 + \theta_2)^2 + (\theta_1 + \theta_2)(\alpha_1 \theta_2 + \alpha_2 \theta_1 + \theta_1) + 2\theta_1 \theta_2)}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^4} - \frac{\theta_1 (2\alpha_1 (\alpha_2 + 1)(\theta_1 + \theta_2) + \alpha_1 (\theta_1 + \theta_2) + \alpha_1 \theta_2 + \alpha_2 \theta_1 + 3\theta_1)}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3},
\]

and

\[
d_4 = \frac{\theta_1 (\alpha_1 (\alpha_2 + 1)(\theta_1 + \theta_2)^2 + (\theta_1 + \theta_2)(\alpha_1 \theta_2 + \alpha_2 \theta_1 + \theta_1) + 2\theta_1 \theta_2)}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3} - \frac{\theta_1 (\alpha_1 (\theta_1 + \theta_2)^2 + \theta_1 (\theta_1 + \theta_2))}{(\alpha_1 + 1)(\alpha_2 + 1)(\theta_1 + \theta_2)^3}.
\]

Hence; using Theorem 1, the asymptotic distribution of \( \hat{R} \), the MLE of R is defined as

\[
\sqrt{n + m} (\hat{R} - R) \xrightarrow{d} N(0, B),
\]

where

\[
B = Var(\hat{R}) = d^T(\Theta)I^{-1}(\Theta)d(\Theta).
\]

Therefore, using Eq.(4.6), an asymptotic 100\((1 - \alpha)\)% confidence interval for R can be obtained as:

\[
\hat{R} \pm Z_{\alpha/2} \sqrt{Var(\hat{R})},
\]

where \( Z_{\alpha/2} \) is the upper \( \frac{\alpha}{2} \) percentile of the standard normal distribution.

5. BAYESIAN ESTIMATION

In this section, we provide the Bayes estimate of R where \( \theta_1, \theta_2, \alpha_1, \alpha_2 \) are unknown parameters and all of these parameters having independent gamma prior distributions as following:

\[
\pi(\theta_1) \sim \text{Gamma}(a_1, b_1),
\]

\[
\pi(\theta_2) \sim \text{Gamma}(a_2, b_2),
\]

\[
\pi(\alpha_1) \sim \text{Gamma}(a_3, b_3),
\]

and

\[
\pi(\alpha_2) \sim \text{Gamma}(a_4, b_4).
\]
The joint posterior PDF is defined as

\[ g(\theta_1, \theta_2, \alpha_1, \alpha_2/data) = \frac{L(x, y/\theta_1, \theta_2, \alpha_1, \alpha_2)\pi(\theta_1)\pi(\theta_2)\pi(\alpha_1)\pi(\alpha_2)}{\int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty L(x, y/\theta_1, \theta_2, \alpha_1, \alpha_2)\pi(\theta_1)\pi(\theta_2)\pi(\alpha_1)\pi(\alpha_2)d\theta_1d\theta_2d\alpha_1d\alpha_2}. \]

Then

\[ g(\theta_1, \theta_2, \alpha_1, \alpha_2/data) \propto \frac{\theta_1^n}{(\alpha_1 + 1)^n} \frac{\theta_2^m}{(\alpha_2 + 1)^m} \prod_{i=1}^n (\alpha_1 + \theta_1x_i) \prod_{j=1}^m (\alpha_2 + \theta_2y_j) e^{-\theta_1 \sum_{i=1}^n x_i} \times e^{-\theta_2 \sum_{j=1}^m y_j} \theta_1^{-\alpha_1-1} e^{-\theta_1 \alpha_1} \theta_2^{\alpha_2-1} e^{-\theta_2 \alpha_2} \alpha_1^{-\alpha_1-1} e^{-\beta_1 \alpha_1} \alpha_2^{-\alpha_2-1} e^{-\beta_2 \alpha_2}. \]

(5.7)

### 5.1. Bayes estimators under Symmetric and Asymmetric loss function:

The Bayes estimate of reliability formula depending on the choice of the loss function. Two different loss functions are used, symmetric and asymmetric loss function. If the amount of loss assigned by a loss function to a positive error is equal to the negative error of the same magnitude, then the loss function is called a symmetric loss function. In most of the studies on estimation and prediction problems, authors prefer to use the squared error loss function which is symmetric in nature. However, the use of the squared error loss function is not appropriate particularly in these cases, where the losses are not symmetric. Thus in order to make the statistical inferences more practical and applicable, we often needs to choose an asymmetric loss function. A number of asymmetric loss functions proposed for use, first is the linex loss function which suggested by Varian [20], and studied by several others including Basu and Ebrahimi [3], Zellner [21]. Second is the general entropy loss function which introduced by Calabria and Pulcini [5]. These asymmetric loss functions are also studied by Braess and Dette [4], Pandey and Rao [14], Parsian and Kirmani [15], Sanku Dey [16] and Soliman [19], who have used these loss function in different estimation and prediction problem.

Then the equation of the Bayes estimate of the reliability is depend on the loss function, here is the general equation for each type:

- The Bayes estimate under the squared error loss function, which is the posterior mean of R, is given by:

\[ \hat{R}_{Se} = \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty R \ g(\theta_1, \theta_2, \alpha_1, \alpha_2/data)\ d\theta_1d\theta_2d\alpha_1d\alpha_2. \]

- The Bayes estimate under the linex loss function is given by:

\[ \hat{R}_{Lx} = -\frac{1}{c} \ln \left[ \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty e^{-cR} \ g(\theta_1, \theta_2, \alpha_1, \alpha_2/data)\ d\theta_1d\theta_2d\alpha_1d\alpha_2 \right], \]

where \( c \) is constant, \( c > 0 \), see [21].

- The Bayes estimate under the general entropy loss function is given by:

\[ \hat{R}_{Ge} = \left[ \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty R^{-q} \ g(\theta_1, \theta_2, \alpha_1, \alpha_2/data)\ d\theta_1d\theta_2d\alpha_1d\alpha_2 \right]^{-1/q}, \]

where \( q \) is constant, \( q > 0 \), see [5].

It is impossible to compute these integrals analytically. Two approaches can be used to approximate these integrals, namely, Importance Sampling technique and MCMC technique.
5.2. Importance Sampling Technique

Importance Sampling Technique has suggested by Chen and Shao [6]. In statistics, importance sampling is the name for the general technique of determining the properties of a distribution by drawing samples from another distribution. The focus of importance sampling here is to determine as easily and accurately as possible the properties of the posterior from a representative sample from the second distribution.

Using Importance Sampling Technique, Eq.(5.7) can be written as

\[
g(\theta_1, \theta_2, \alpha_1, \alpha_2/data) \propto g_1(\theta_1/data)g_2(\theta_2/data)g_3(\alpha_1/data)g_4(\alpha_2/data)h(\theta_1, \theta_2, \alpha_1, \alpha_2/data),
\]

where:

\[
g_1(\theta_1/data) \propto \text{Gamma}(n + a_1, b_1 + \sum_{i=1}^{n} x_i),
\]

\[
g_2(\theta_2/data) \propto \text{Gamma}(m + a_2, b_2 + \sum_{j=1}^{m} y_j),
\]

\[
g_3(\alpha_1/data) \propto \text{Gamma}(a_3, b_3),
\]

\[
g_4(\alpha_2/data) \propto \text{Gamma}(a_4, b_4),
\]

and

\[
h(\theta_1, \theta_2, \alpha_1, \alpha_2/data) = \frac{\prod_{i=1}^{n} (\alpha_1 + \theta_1 x_i)}{(\alpha_1 + 1)^n} \frac{\prod_{j=1}^{m} (\alpha_2 + \theta_2 y_j)}{(\alpha_2 + 1)^m}.
\]

As shown, all the above functions from \(g_1(\theta_1/data)\) to \(g_4(\alpha_2/data)\) follow gamma distributions with different parameters, so it is quite simple to generate QLD parameters from them. Assuming that \(a_1, \ldots, a_4\) and \(b_1, \ldots, b_4\) are known, and assuming initial values for \(\theta_1, \theta_2, \alpha_1, \alpha_2\), we can use the following Importance Sampling Algorithm:

- **Step1:** Generate \(\theta_{1i}\) from \(g_1(\theta_1/data)\).
- **Step2:** Generate \(\theta_{2i}\) from \(g_2(\theta_2/data)\).
- **Step3:** Generate \(\alpha_{1i}\) from \(g_3(\alpha_1/data)\).
- **Step4:** Generate \(\alpha_{2i}\) from \(g_4(\alpha_2/data)\).
- **Step5:** Repeat steps from 1 to 4, \(N\) times to obtain the vector \((\theta_{11}, \theta_{21}, \alpha_{11}, \alpha_{21}), \ldots, (\theta_{1N}, \theta_{2N}, \alpha_{1N}, \alpha_{2N})\).

Then

- An approximate Bayes estimate of \(R\) under squared error loss function can be obtained as

\[
\hat{R}_{impse} = \frac{\sum_{i=1}^{N} R_i h(\theta_{1i}, \theta_{2i}, \alpha_{1i}, \alpha_{2i}/data)}{\sum_{i=1}^{N} h(\theta_{1i}, \theta_{2i}, \alpha_{1i}, \alpha_{2i}/data)},
\]

- An approximate Bayes estimate of \(R\) under linex loss function can be obtained as

\[
\hat{R}_{impex} = \frac{-1}{c} \log \left[ \sum_{i=1}^{N} \frac{e^{-cR_i} h(\theta_{1i}, \theta_{2i}, \alpha_{1i}, \alpha_{2i}/data)}{\sum_{i=1}^{N} h(\theta_{1i}, \theta_{2i}, \alpha_{1i}, \alpha_{2i}/data)} \right],
\]

- An approximate Bayes estimate of \(R\) under general entropy loss function can be obtained as

\[
\hat{R}_{impg} = \left[ \frac{\sum_{i=1}^{N} R_i^{-q} h(\theta_{1i}, \theta_{2i}, \alpha_{1i}, \alpha_{2i}/data)}{\sum_{i=1}^{N} h(\theta_{1i}, \theta_{2i}, \alpha_{1i}, \alpha_{2i}/data)} \right]^{-1/q},
\]

where \(R_i = R(\theta_{1i}, \theta_{2i}, \alpha_{1i}, \alpha_{2i})\), as defined in Eq.(2.3), for \(i = 1, \ldots, N\).
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5.3. MCMC Technique

The most general MCMC algorithm is the Metropolis-Hastings (MH) algorithm, which was originally introduced by Metropolis et al. [13], and Hastings [8]. The Metropolis-Hastings (MH) algorithm simulates samples from a probability distribution by making use of the full joint density function and (independent) proposal distributions for each of the variables of interest.

The joint posterior density function of $\theta_1, \theta_2, \alpha_1,$ and $\alpha_2$ is given in Eq. (5.7). It is easily seen that the posterior density functions of $\theta_1, \theta_2, \alpha_1,$ and $\alpha_2$ are, respectively:

$$\pi_1(\theta_1/data) \propto \text{Gamma} \left( n + a_1, b_1 + \sum_{i=1}^{n} x_i \right), \quad (5.8)$$

$$\pi_2(\theta_2/data) \propto \text{Gamma} \left( m + a_2, b_2 + \sum_{j=1}^{m} y_j \right), \quad (5.9)$$

$$\pi_3(\alpha_1/\theta_1, data) \propto \frac{\alpha_1^{a_3-1}e^{-b_3\alpha_1} \prod_{i=1}^{n} (\alpha_1 + \theta_1 x_i)}{(\alpha_1 + 1)^n}, \quad (5.10)$$

and

$$\pi_4(\alpha_2/\theta_2, data) \propto \frac{\alpha_2^{a_4-1}e^{-b_4\alpha_2} \prod_{j=1}^{m} (\alpha_2 + \theta_2 y_j)}{(\alpha_2 + 1)^m}. \quad (5.11)$$

Therefore, easily samples of $\theta_1$ and $\theta_2$ can be generated by using Gamma distribution as shown in Eqs. (5.8), and (5.9) respectively. However, the posterior distribution of $\alpha_1, \alpha_2$ cannot be generated from a well known distributions. The Metropolis-Hastings algorithm, can be used to solve this problem, as shown in the following algorithm.

- **Step1**: Start with initial value of $\alpha_1, \alpha_2$ such that $\alpha_1(0) = \hat{\alpha}_1,$ and $\alpha_2(0) = \hat{\alpha}_2.$
- **Step2**: Set $i = 1.$
- **Step3**: Generate $\theta_1^{(i)}$ from $\pi_1(\theta_1/data).$
- **Step4**: Generate $\theta_2^{(i)}$ from $\pi_2(\theta_2/data).$
- **Step5**: Generate $\alpha_1^{(i)}$ from $\pi_3(\alpha_1/\theta_1, data)$ using the Metropolis-Hastings algorithm with the proposal distribution $q_1$ as following:
  - Generate $\alpha_1^{(*)}$ from the proposal distribution $q_1 = N(\alpha_1^{(i-1)}, Var(\alpha_1^{(i-1)})).$
  - Calculate the acceptance probability
    $$r_1(\alpha_1^{(i-1)}, \alpha_1^{(*)}) = Min\left[1, \frac{\pi_3(\alpha_1^{(*)}/\theta_1^{(i)}, data)}{\pi_3(\alpha_1^{(i-1)}/\theta_1^{(i)}, data)} \right].$$
  - Generate $U$ from Uniform(0, 1).
  - If $U \leq r_1(\alpha_1^{(i-1)}, \alpha_1^{(*)})$, accept the proposal distribution and set $\alpha_1^{(i)} = \alpha_1^{(*)},$
    otherwise set $\alpha_1^{(i)} = \alpha_1^{(i-1)}.$
- **Step6**: Generate $\alpha_2^{(i)}$ from $\pi_4(\alpha_2/\theta_2, data)$ using the Metropolis-Hastings algorithm with the proposal distribution $q_2$ as following:
ESTIMATION OF STRESS-STRENGTH RELIABILITY

– Generate $\alpha_2^{(\ast)}$ from the proposal distribution $q_2 = N(\alpha_2^{(i-1)}, \text{Var}(\alpha_2^{(i-1)}))$.

– Calculate the acceptance probability

$$r_2(\alpha_2^{(i-1)}, \alpha_2^{(\ast)}) = \min\left[1, \frac{\pi_2(\alpha_2^{(\ast)}/\theta_2^{(\ast)}, \text{data})}{\pi_2(\alpha_2^{(i-1)}/\theta_2^{(i)}, \text{data})}\right].$$

– Generate $U$ from Uniform(0, 1).

– If $U \leq r_2(\alpha_2^{(i-1)}, \alpha_2^{(\ast)})$, accept the proposal distribution and set $\alpha_2^{(i)} = \alpha_2^{(\ast)}$; otherwise set $\alpha_2^{(i)} = \alpha_2^{(i-1)}$.

• Step 7: Compute $R(i)$ at $(\theta_1^{(i)}, \theta_2^{(i)}, \alpha_1^{(i)}, \alpha_2^{(i)})$ using Eq.(2.3).

• Step 8: Set $i = i + 1$.

• Step 9: Repeat steps from (3–8) $N$ times.

Then;

- An approximate Bayes estimate of $R$ under squared error loss function is given as:

$$\tilde{R}_{M\text{H}se} = \frac{1}{N - M} \sum_{i=M+1}^{N} R^{(i)}.$$  

- An approximate Bayes estimate of $R$ under linex loss function is given as:

$$\tilde{R}_{M\text{H}Lx} = -\frac{1}{c} \log \left[ \frac{1}{N - M} \sum_{i=M+1}^{N} e^{-cR^{(i)}} \right].$$

- An approximate Bayes estimate of $R$ under general entropy loss function is given as:

$$\tilde{R}_{M\text{H}Ge} = \left[ \frac{1}{N - M} \sum_{i=M+1}^{N} (R^{(i)})^{-q} \right]^{-1/q}.$$ 

where $M$ is the burn-in units, $N$ is the MCMC samples.

6. SIMULATION STUDY

In this section, we mainly present some simulation experiments to see the performance of the mentioned methods for different sample sizes, $(n, m) = (10, 10), (20, 20), (30, 30), (50, 50), (70, 70), (100, 100)$. We simulated 1000 complete samples from quasi Lindley distribution with the parameter values; $\theta_1 = 0.2, \theta_2 = 1.5, \alpha_1 = 2, \alpha_2 = 0.8$ with true reliability value is 0.87399. We also compute the 95% confidence intervals of $R$ based on the observed Fisher information matrix. We compared the performances of the MLE and the Bayes estimates in terms of mean squared errors (MSE’s). Also two different techniques of Bayesian estimation (Importance, MCMC) are compared for different loss error functions. Bayesian estimation for different loss error functions was proposed with many values of $c$, $q$ such that; $c_1 = -3(Lx1), c_2 = 5(Lx2), q_1 = -3$ (Ge1), $q_2 = 5$ (Ge2).

Bayesian estimation studied under the informative gamma priors. For choosing suitable hyper-parameters, the experimenters can incorporate their prior guess in terms of location and precision for the parameter of interest. The gamma distribution for the priors has mean $= a/b$, and variance $= a/b^2$. We assume a small value of prior variance (0.01), and take the mean equal to the true value of the parameter of interest. For each parameter prior we solve the two equations of the mean and the variance, we obtain the following values of

hyper-parameters: 
\[ a_1 = 4, \ a_2 = 225, \ a_3 = 400, \ a_4 = 64, \ \text{and} \ b_1 = 20, \ b_2 = 150, \ b_3 = 200, \ b_4 = 80. \]

We also computed the Bayes estimates based on 11000 samples and discard the first 1000 values as burn-in.

The maximum likelihood estimator and asymptotic confidence intervals of \( R \) for different \((n,m)\) are obtained in Table 6.1. Bayes estimates of \( R \) using different techniques under different loss error functions are obtained in Table 6.2.

Therefore, from this study of the simulation results we observed that:

- The performance of the Bayes estimators is better than maximum likelihood for all different sample sizes.
- Mean square error (MSE’s) for all estimation methods decreased as sample size increased.
- As sample size increased, the asymptotic confidence intervals for \( R \) are improving, and their lengths are decreasing. That means the estimated reliability becomes in the most accurate interval.
- When the sample size increased, both Bayesian and maximum likelihood results become close to each other.
- For Bayes estimators, importance sampling technique gives less MSE’s values, so it is better than MCMC technique for the same priors values, and same number of generated samples.
- General entropy, and linex loss error functions gave less MSE’s at specified values of \( c, q \). As shown \( Lx_2, Ge_2 \) acheived the best results for MCMC, but for importance sampling technique \( Lx_1, Ge_1 \) are the best methods.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>MLE</th>
<th>C.I.L</th>
<th>C.I.U</th>
<th>C.I. length</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,10)</td>
<td>0.866095 (3.2129)</td>
<td>0.734952</td>
<td>0.997237</td>
<td>0.262</td>
</tr>
<tr>
<td>(20,20)</td>
<td>0.878225 (1.1262)</td>
<td>0.787222</td>
<td>0.969227</td>
<td>0.182</td>
</tr>
<tr>
<td>(30,30)</td>
<td>0.874831 (0.7609)</td>
<td>0.797586</td>
<td>0.952077</td>
<td>0.155</td>
</tr>
<tr>
<td>(50,50)</td>
<td>0.875794 (0.459333)</td>
<td>0.816741</td>
<td>0.93706</td>
<td>0.120</td>
</tr>
<tr>
<td>(70,70)</td>
<td>0.875149 (0.3349)</td>
<td>0.823703</td>
<td>0.926595</td>
<td>0.103</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.874276 (0.1554)</td>
<td>0.834959</td>
<td>0.919893</td>
<td>0.084</td>
</tr>
</tbody>
</table>

7. REAL DATA ANALYSIS

In this section we present the analysis of real data, introduced by Singh et al. [18]. The data represent the waiting times (in minutes) before customer service of two banks A and B, respectively. The use of Lindley distribution for the waiting times (bank A) data has been originally discussed by Lindley [12]. Since then, many authors have suggested the data under different set-up for Lindley distribution. We are interested in estimating the stress-strength...
Table 6.2. Average estimates (mean squared error) of $R$ for different Bayes estimators under different error loss functions. All MSE values are multiplied by $10^{-3}$.  

<table>
<thead>
<tr>
<th>Est.</th>
<th>Importance Sampling</th>
<th>MCMC Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Se</td>
<td>Lx1</td>
</tr>
<tr>
<td></td>
<td>(m,n)</td>
<td></td>
</tr>
<tr>
<td>(10, 10)</td>
<td>0.86713</td>
<td>0.86662</td>
</tr>
<tr>
<td></td>
<td>(0.7516)</td>
<td>(0.7058)</td>
</tr>
<tr>
<td>(20, 20)</td>
<td>0.87063</td>
<td>0.87147</td>
</tr>
<tr>
<td></td>
<td>(0.7516)</td>
<td>(0.4611)</td>
</tr>
<tr>
<td>(30, 30)</td>
<td>0.87073</td>
<td>0.87135</td>
</tr>
<tr>
<td></td>
<td>(0.7516)</td>
<td>(0.3941)</td>
</tr>
<tr>
<td>(50, 50)</td>
<td>0.87168</td>
<td>0.87206</td>
</tr>
<tr>
<td></td>
<td>(0.2556)</td>
<td>(0.2486)</td>
</tr>
<tr>
<td>(70, 70)</td>
<td>0.873434</td>
<td>0.875697</td>
</tr>
<tr>
<td></td>
<td>(0.2189)</td>
<td>(0.217)</td>
</tr>
<tr>
<td>(100, 100)</td>
<td>0.875249</td>
<td>0.875418</td>
</tr>
<tr>
<td></td>
<td>(0.1384)</td>
<td>(0.1387)</td>
</tr>
</tbody>
</table>

The parameter $R = P(Y < X)$ where $X$ and $Y$ denotes the customer service time in Bank A and B (Data set 1, 2) respectively. The data sets are presented below:

**Data set 1: X (n=100)**
0.8, 0.8, 1.3, 1.5, 1.8, 1.9, 1.9, 2.1, 2.6, 2.7, 2.9, 3.1, 3.2, 3.3, 3.5, 3.6, 4.0, 4.1, 4.2, 4.2, 4.3, 4.3, 4.4, 4.6, 4.7, 4.7, 4.8, 4.9, 4.9, 5.0, 5.3, 5.5, 5.7, 5.7, 6.1, 6.2, 6.2, 6.2, 6.3, 6.3, 6.7, 6.9, 7.1, 7.1, 7.4, 7.6, 7.7, 8.0, 8.2, 8.6, 8.6, 8.8, 8.9, 8.9, 9.5, 9.6, 9.7, 9.8, 10.7, 10.9, 11.0, 11.0, 11.1, 11.2, 11.2, 11.5, 11.9, 12.4, 12.5, 12.9, 13.0, 13.1, 13.3, 13.6, 13.7, 13.9, 14.1, 15.4, 15.4, 17.3, 17.3, 17.3, 18.1, 18.2, 18.4, 18.9, 19.0, 19.9, 20.6, 21.3, 21.4, 21.9, 23.0, 27.0, 31.6, 33.1, 38.5.

**Data set 2: Y (m=60)**
0.1, 0.2, 0.3, 0.7, 0.9, 1.1, 1.2, 1.8, 1.9, 2.0, 2.2, 2.3, 2.3, 2.5, 2.6, 2.7, 2.7, 2.9, 3.1, 3.1, 3.2, 3.4, 3.4, 3.5, 3.9, 4.0, 4.2, 4.5, 4.7, 5.3, 5.6, 5.6, 5.6, 6.2, 6.3, 6.6, 6.8, 7.3, 7.5, 7.7, 7.7, 8.0, 8.0, 8.5, 8.5, 8.7, 9.5, 10.7, 10.9, 11.0, 11.1, 12.1, 12.3, 12.8, 12.9, 13.2, 13.7, 14.5, 16.0, 16.5, 28.0.

First, we checked the suitability of Quasi Lindley distribution for the considered real data sets. We, therefore, have provided the Kolmogorov-Smirnov (K-S), Anderson-Darling (A-D) and Cramér-von Mises Statistics to test the goodness-of-fit of above data sets to the Quasi Lindley distribution. The fitting summary has been presented in Table 7.1, which indicates that the QLD fits well to Data Set 1 and Data Set 2.

Table 7.3. P-value (Statistic) of different goodness-of-fit tests for data set 1, 2.

<table>
<thead>
<tr>
<th></th>
<th>K-S</th>
<th>A-D</th>
<th>Cramér-von</th>
</tr>
</thead>
<tbody>
<tr>
<td>data set 1.</td>
<td>0.0654 (0.1290)</td>
<td>0.0217 (3.2033)</td>
<td>0.0501 (0.4610)</td>
</tr>
<tr>
<td>data set 2.</td>
<td>0.9287 (0.0677)</td>
<td>0.965 (0.2597)</td>
<td>0.9310 (0.0404)</td>
</tr>
</tbody>
</table>

Based on the MLEs $\hat{\theta}_1, \hat{\alpha}_1, \hat{\theta}_2, \hat{\alpha}_2$, the point estimate of $R$ is 0.59 and the 95% confidence interval of $R$ is (0.25, 0.93). For real data sets, the maximum likelihood and Bayes estimates of the stress-strength parameters and reliability are summarized in Table 7.2.
Table 7.4. The MLEs and Bayes estimates of stress-strength parameters and reliability $R$ from real data sets

<table>
<thead>
<tr>
<th>Est.</th>
<th>$\hat{\theta}_1$</th>
<th>$\hat{\theta}_1$</th>
<th>$\hat{\alpha}_1$</th>
<th>$\hat{\alpha}_2$</th>
<th>$\hat{R}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE</td>
<td>0.1</td>
<td>0.27</td>
<td>84.09</td>
<td>0.41</td>
<td>0.59</td>
</tr>
<tr>
<td>Bayes$_{IMP}$</td>
<td>0.13</td>
<td>0.59</td>
<td>1.44</td>
<td>0.66</td>
<td>0.81</td>
</tr>
<tr>
<td>Bayes$_{MH}$</td>
<td>0.1</td>
<td>0.54</td>
<td>22.13</td>
<td>0.69</td>
<td>0.77</td>
</tr>
</tbody>
</table>

8. CONCLUSION

In this paper, maximum likelihood and Bayesian estimation methods for stress-strength reliability $R$ were discussed, when $X$ and $Y$ both follow a quasi Lindley distribution with different parameters. We obtained the 95% confidence intervals of $R$ based on the observed Fisher information matrix. We proposed the Bayesian estimation based on independent gamma priors under different error loss functions (squared, linex, and general entropy). We suggested the Importance sampling, and MCMC techniques to generate samples from the posterior distributions and then compute the Bayes estimates. Simulation study has been introduced to investigate the performance and compare among all mentioned methods. Simulation results suggest that the performance of the Bayes estimator is better than maximum likelihood for all different sample sizes. Also, maximum likelihood method provides very satisfactory results as the sample size increased.
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