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Abstract: The maximizing the minimum machine delay game (or cover game) with uniformly related machines is considered. Players choose machines with different speeds to run their jobs trying to minimize job’s delay, i.e. the chosen machine’s completion time. The social payoff is the minimal delay over all machines. For the general case of $N$ machines we found the lower bound for Price of Anarchy (PoA), and for the case of 3 machines we found its exact value. We proved that the PoA does not change or increases when an additional third machine is included into the system with two machines. Also we propose a method of computation the PoA value and illustrate it for 3 machines.
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1. INTRODUCTION

Load balancing represents a major problem in networks and distributed computing systems, since load optimization guarantees efficient resource utilization. Modern systems such as telecommunication networks, cloud computing systems, GRID, etc. consist of independent components, in many cases without their centralized control. Particularly, users located at nodes and data transmission protocols do not interact with each other for maintaining a certain load level. Furthermore, in practice they demonstrate egoistic behavior with respect to free resources. And global optimization methods often become inapplicable due to the infeasibility of realizing optimal resource utilization plans in such systems (server request schedules, capacity norms of data transmission channels and so on). The game-theoretic approach allows treating load balancing as a game, where players have egoistic behavior and can reach some equilibrium state such that none of them benefits from unilateral deviation from a chosen strategy. System efficiency is assessed by comparing the above equilibria with the global optimum.

The present paper focuses on the maximizing the minimum machine delay game (or cover game) [1–3] also known as the scheduling problem [4] in the form of a game equivalent to the KP-model (see [5, 6]) with parallel different-capacity channels where system optimization is the maximizing the minimum machine delay [1–3] instead of the minimization the maximum machine delay (makespan). It is necessary to distribute several jobs of various volumes among machines of nonidentical speeds. The volume of a job is its completion time on a free unit-speed machine. Machine load is the total volume of jobs executed by a given machine. The ratio of machine load and speed defines its delay, i.e., the job completion time at this machine. Each player chooses a machine for its job striving to minimize job’s delay. Players have egoistic behavior and reach a Nash equilibrium, viz., a job distribution such that none of them benefits from unilateral change of a chosen machine. In the sequel, we study pure strategies Nash equilibria only; as is well-known [7, 8], such an equilibrium always exists.
in the described class of games. The system payoff (also called the social payoff) is the minimum delay over all machines for an obtained job distribution. The price of anarchy \cite{1} (PoA) is defined as the maximum ratio of the optimal social payoff and the social payoff in the worst-case Nash equilibrium.

The problem where the system tries to maximize the minimum delay over all machines appears from the concept of a fair resource sharing and efficient routing of traffic. The paper \cite{1} first in the equilibrium efficiency studying for such model gives motivations coming from issues of Quality of Service, fair resource allocation, and fair queuing. The base idea is that each system component must be loaded as much as possible and not to idle. Consider an example where each player pays the system a value which equals his delay for his job processing. Fair system should not have privileged players who pay rather less than others due to successful machine choose. Also such system should not have machines providing small or zero payoff.

According to the earlier publications, the PoA in the maximizing the minimum machine delay games with pure strategies can be estimated by

- for $N \geq 2$ machines with speeds $1 \leq \cdots \leq s$ \cite{1} the price of anarchy is not limited if $s \geq 2$;
- the price of anarchy is closed to and no more than 1.7 for any number of homogeneous machines \cite{1,9};
- the price of anarchy equals

$$\begin{align*}
    \begin{cases}
        \frac{2+s}{(1+s)(2-s)} & \text{for } 1 \leq s \leq \sqrt{2},
        \\
        \frac{2}{s(2-s)} & \text{for } \sqrt{2} < s < 2
    \end{cases}
\end{align*}$$

for two machines with speeds $1 \leq s$ \cite{2};
- the price of anarchy equals

$$\frac{2 + s}{2(2 - s)}$$

for three machines with speeds $1 = 1 \leq s$ \cite{2};
- the price of anarchy equals

$$\begin{align*}
    \begin{cases}
        \frac{1+s}{s} & \text{for } 1 \leq s \leq s_0,
        \\
        \frac{2+s}{(1+s)(2-s)} & \text{for } s_0 < s \leq \sqrt{2},
        \\
        \frac{2}{s(2-s)} & \text{for } \sqrt{2} < s < 2
    \end{cases}
\end{align*}$$

in the hierarchical model of two machines with speeds $1 \leq s$ and two types of jobs where first machine can process both types jobs and second machine can process only second type jobs \cite{3}. Here $s_0$ is the largest root of the equation $\frac{1+s}{s} = \frac{2+s}{(1+s)(2-s)}$.

In what follows, we derive a lower estimate for the PoA in the case of $N \geq 3$ machines. Also we present the exact value of the PoA for 3 machines with speeds $1 \leq r \leq s < 2$:

$$\begin{align*}
    \begin{cases}
        \frac{2+s}{(1+r)(2-s)} & \text{for } rs \leq 2,
        \\
        \frac{2}{r(2-s)} & \text{for } rs > 2
    \end{cases}
\end{align*}$$

Moreover we show that the PoA increases or does not change under new machine inclusion into the system of two machines. In the case of $N$ machines, a computing algorithm of the exact PoA value is proposed based on solving a series of linear programming problems. The algorithm is described for the case of 3 machines and is implemented numerically in the form of a program which draws the curves of the PoA as a function of the fastest machine and compares them with the curves of the corresponding estimates.
2. THE MODEL

Consider a system $S = S(N, v)$ composed of $N$ machines operating with speeds $v_1 = 1 \leq \cdots \leq v_N = s$. Note that such choose of machine speeds does not contradict with generality since one always can normalize speeds dividing them by the speed of the slowest machine. The system is used by a set of players $U = U(n, w)$: each of $n$ players chooses an appropriate machine for its job execution. For player $j$, the volume of job equals $w_j$, $j = 1, \ldots, n$. Denote by $W = \sum_{j=1}^{n} w_j$ the total volume of all jobs. Free machine $i$ with speed $v_i$ executes a job of volume $w$ during the time $w/v_i$.

Study the following pure strategies game $\Gamma = <S(N, v), U(n, w), \lambda>$. Each player can choose any machine. The strategy of player $j$ is machine $l_j$ selected by this player for its job execution. Then the strategy profile in the game $\Gamma$ represents the vector $L = (l_1, \ldots, l_n)$.

The load of machine $i$, i.e., the total volume of all jobs assigned to the machine is defined by $\delta_i(L) = \sum_{j=1, \ldots, n: l_j = i} w_j$. The delay of machine $i$ takes the form

$$\lambda_i(L) = \sum_{j=1, \ldots, n: l_j = i} w_j/v_i = \frac{\delta_i(L)}{v_i}.$$ 

Actually, this quantity is the same for all players selecting a given machine.

We suppose that the goal of the system is minimizing of the least busy machine idling, that is maximizing of its working time or delay on it. The social payoff is described by the minimum delay over all machines:

$$SC(L) = \min_{i=1, \ldots, N} \lambda_i(L).$$ 

Designate by

$$OPT = OPT(S, U) = \max_{L \text{ is a profile in } \Gamma(S, U, \lambda)} SC(L)$$ 

the optimal payoff (the social payoff in the optimal case) where maximization runs over all admissible strategy profiles in the game $\Gamma(S, U, \lambda)$.

A strategy profile $L$ such that none player benefits from unilateral deviation (change of the machine chosen in $L$ for its job execution) is a pure strategies Nash equilibrium. To provide a formal definition, let $L(j \rightarrow i) = (l_1, \ldots, l_{j-1}, i, l_{j+1}, \ldots, l_n)$ signify the profile obtained from a profile $L$ if player $j$ replaces machine $l_j$ chosen by it in the profile $L$ for another machine $i$, whereas the rest players use the same strategies as before (remain invariable).

**Definition 2.1:**
A strategy profile $L$ is said to be a pure strategies Nash equilibrium iff each player chooses a machine with the minimum delay, i.e., for each player $j = 1, \ldots, n$ we have the inequality $\lambda_{i_j}(L) \leq \lambda_i(L(j \rightarrow i))$ for all machines $i = 1, \ldots, N$.

**Definition 2.2:**
The price of anarchy in the system $S$ is the maximum ratio of the social payoff in the optimal case and the social payoff in the worst-case Nash equilibrium:

$$PoA(S) = \max_{U} \frac{OPT(S, U)}{\min_{L \text{ is a Nash equilibrium in } \Gamma(S, U, \lambda)} SC(L)}.$$
3. THE GENERAL CASE OF N MACHINES

In this section we give the following assumptions and results which will be employed in further analysis.

Consider a system composed of \( N \geq 2 \) machines operating with speeds \( v_1 = 1 \leq \ldots \leq v_N = s \). If the number of jobs \( n \) is less than the number of machines \( N \) then obviously the social payoff is zero in any profile. In this case we assume by definition that the ratio of an optimal payoff to an equilibrium payoff is 1. Further we suppose that \( n \geq N \).

If \( s \geq 2 \) then the price of anarchy is infinite [1]. Therefore, we assume \( 1 \leq s \leq 2 \) in the following. If the number of jobs \( n \) is more than or equals the number of machines \( N \) then obviously all machines are loaded in an optimal profile. Moreover in this case all machines are loaded in any equilibrium.

The optimal social payoff is not larger than the social payoff in the case when the whole volume of jobs is distributed among machines proportionally to their speeds so that all machines have an identical delay:

\[
OPT \leq \frac{W}{\sum_{i=1}^{N} v_i} \quad (3.1)
\]

Further we determine estimates for equilibrium delays and volumes for some jobs processed on machines. We also restate the proof for results taken from cited papers for the sake of completeness.

Lemma 3.1:
[2] If the number of jobs \( n \) is not less than the number of machines \( N \) then in any equilibrium the load of any machine is more than zero.

Proof
Consider an arbitrary equilibrium profile \( L \). Suppose that some machine \( i \) has zero load. Then there is a machine \( k \) receiving not more than two jobs. Since \( v_1 = 1 \leq \ldots \leq v_N = s < 2 \) then \( v_i > \frac{v_k}{2} \). Let \( w_k \) be the minimal job volume on \( k \). If it moves to an idle machine \( i \) then its load becomes equal \( \frac{w_k}{v_i} < \frac{2w_k}{v_k} \leq \lambda_k(L) \), that is less comparing with its load in the profile \( L \).

Denote the number of jobs on some machine \( k \) in a profile \( L \) by \( n_k \).

Lemma 3.2:
[2] Suppose that \( L \) is a Nash equilibrium profile and \( SC(L) = \lambda_i(L) \). If \( n_k > \frac{v_k}{v_i} \) then \( \lambda_k(L) \leq \frac{n_k v_i}{n_k v_i - v_k} \lambda_i(L) \) for any machine \( k \).

Proof
Let \( w \) be the job with the smallest volume on some machine \( k \). Then \( w \leq \frac{v_k}{v_i} \lambda_k(L) \). Since \( L \) is an equilibrium then \( \lambda_k(L) \leq \lambda_i(L) + \frac{w}{v_i} \leq \lambda_i(L) + \frac{v_k}{n_k v_i} \) and thus \( \lambda_k(L) \leq \frac{n_k v_i}{n_k v_i - v_k} \lambda_i(L) \).

Lemma 3.3:
Suppose that \( L \) is an equilibrium profile and \( SC(L) = \lambda_i(L) \) and consider an arbitrary machine \( k \). If \( n_k \geq 2 \) and \( 1 \leq \frac{v_k}{v_i} < 2 \) then the volume \( w_j \) of any job \( j \) on the machine \( k \) is at most \( \frac{v_k}{2v_i - v_k} \lambda_i(L) \). Moreover the total volume of remaining jobs on \( k \) is also no more than \( \frac{v_k}{2v_i - v_k} \lambda_i(L) \).

Proof
Let the machine \( k \) receive two or more jobs and \( w \) be the minimal job volume on \( k \). Then
the total volume of remaining jobs on \( k \) equals \( v_k \lambda_k(L) - w \). Since \( L \) is an equilibrium then \( \lambda_k(L) = \frac{v_k \lambda_k(L)}{v_k} \leq \lambda_i(L) + \frac{w}{v_i} \) and thus \( v_k \lambda_k(L) - w \leq v_k \lambda_i(L) + \left( \frac{v_k}{v_i} - 1 \right) w \leq v_k \lambda_i(L) + \left( \frac{v_k}{v_i} - 1 \right) \). Theorem 3.1:

For the system composed of \( N \geq 3 \) machines having speeds \( v_1 = 1 \leq v_2 = r \leq v_3 \leq \cdots \leq v_N = s \) the price of anarchy is at least

\[
est(r, s) = \min\left\{ \frac{2 + s}{(1 + r)(2 - s)}, \frac{2}{r(2 - s)} \right\}.
\] (3.2)

Proof

As far as we need to prove the lower estimate it suffices to present examples of systems providing ratios of the optimal payoff and the worst-case equilibrium payoff given in the theorem condition. Suppose that in the system each machine \( i \) has a speed \( v_i \) for each \( i = 1, \ldots, N \).

1. Let first \( r \leq s \). Then \( \est(r, s) = \frac{2 + s}{(1 + r)(2 - s)} \). Consider the set of jobs: \( w_1 = w_2 = (1 + r)s, w_3^i = v_i(2 + s) \), where \( i = 3, \ldots, N \), \( w_4 = 2r - s, w_5 = 2 - rs \). In the equilibrium \( L \) machine \( N \) receives jobs \( w_3 \) and \( w_5 \), each machine \( i - 1 \) receives each job \( w_3^i, i = 3, \ldots, N \), jobs \( w_4 \) and \( w_5 \) are assigned to machine 1. We need to show that \( L \) is really an equilibrium and find the system payoff.

The loads of machines \( N \) and \( 1 \) equal \( 2s(1 + r) \) and \( (1 + r)(2 - s) \) respectively. The load of each machine \( i = 2, \ldots, N - 1 \) equals \( v_{i+1}(2 + s) \). Since \( \lambda_N(L) = 2(1 + r) > (1 + r)(2 - s) = \lambda_1(L) \) and \( \lambda_i(L) = \frac{v_i (2 + s)}{v_i} \geq (1 + r)(2 - s) = \lambda_1(L), i = 2, \ldots, N - 1 \), due to \( 2 + s > 1 + r, v_{i+1} \geq v_i \) and \( 2 - s \leq 1 \), then machine 1 has the smallest delay which equals its load.

Denote the delay of machine \( i \) as \( \lambda_i^1(L) = \lambda_i(L) + \frac{w_3^i}{v_i} \) in the case where some job \( j \) deviates from the profile \( L \) and moves to machine \( i \) from another machine. No one of jobs \( w_3^i \) or \( w_5 \) moves to machine \( i, i = 2, \ldots, N - 1 \), since \( \lambda_N(L) = 2(1 + r) \leq (2 + s) + (1 + r) \leq \frac{v_i (2 + s)}{v_i} + (1 + r) = \lambda_1(L) = \lambda_1^1(L) \). Also no one of them moves to machine 1, since \( \lambda_N(L) = 2(1 + r) = (1 + r)(2 - s) + s(1 + r) = \lambda_1^1(L) = \lambda_1^2(L) \). Each of jobs \( w_3^i, i = 3, \ldots, N \), has not reason to move to machine \( N \) due to \( \lambda_{i-1}(L) = \frac{v_i (2 + s)}{v_i} \leq 2(1 + r) \) which holds true since \( s - v_{i-1} < 1, 2 + s < 4 \frac{v_i}{v_i} v_{i-1} (1 + r) \geq 4 \). Also no one of jobs \( w_3^i, i = 3, \ldots, N \), moves to machine \( j > i - 1 \) since \( \lambda_{i-1}(L) = \frac{v_i (2 + s)}{v_i} < 2v_{i-1} (1 + r) \leq \lambda_j^1(L) \). Moreover, job \( w_3^3 \) does not move to slower machine 1 or \( j < i - 1 \), and no one job from machine 1 moves to another machine because the delay on machine 1 is minimal. Therefore, the given profile is an equilibrium with the social payoff \((1 + r)(2 - s)\).

Consider the profile where each job \( w_3^i, i = 3, \ldots, N \) belongs to machine \( i \), jobs \( w_4 \) and \( w_5 \) are assigned to machine 2 and machine 1 receives jobs \( w_4 \) and \( w_5 \). The social payoff equals \( 2 + s \) in this profile, so \( \OPT \geq 2 + s \).

2. Let now \( rs \geq 2 \). Then \( \est(r, s) = \frac{2}{r(2 - s)} \). Consider the set of jobs: \( w_1 = w_2 = rs, w_3^i = 2v_i, i = 3, \ldots, N, w_4 = r(2 - s) \). In the equilibrium \( L \) jobs \( w_1 \) and \( w_2 \) belong to...
machine $N$, each job $w^i_j$, $i = 3, \ldots, N$ is assigned to machine $i - 1$, machine 1 receives job $w^3_1$. We show that it is an equilibrium indeed and find the system payoff.

Since $\lambda_N(L) = 2r > r(2 - s) = \lambda_1(L)$ and $\lambda_i(L) = \frac{2v_{i+1}}{v_i} \geq r(2 - s) = \lambda_1(L)$, $i = 2, \ldots, N - 1$, due to $\frac{2}{v_i} \geq 1$, $v_{i+1} \geq r$ and $2 - s < 1$, then machine 1 has the smallest delay which equals $r(2 - s)$. Job $w^1_1$ or $w^2_1$ does not move to machine $i$, $i = 2, \ldots, N - 1$, since $\lambda_N(L) = 2r = r + r \leq \frac{2v_{i+1} + rs}{v_i} = \lambda_1^1(L) = \lambda_1^2(L)$, and also to machine 1 due to $\lambda_N(L) = 2r = r(2 - s) + rs = \lambda_1^1(L) = \lambda_1^2(L)$. No one of jobs $w^i_3$, $i = 3, \ldots, N$, moves to machine $N$ since $\lambda_{i-1}(L) = \frac{2v_{i}}{v_{i-1}} \leq 2r + \frac{2v_i}{s} = \lambda_N^3(L)$ due to $\frac{2v_i(s-v_{i-1})}{s} \leq 2rv_i$. Also no one of jobs $w^i_3$, $i = 3, \ldots, N$, moves to machine $j > i - 1$, since $\lambda_{i-1}(L) = \frac{2v_{i}}{v_{i-1}} \leq \frac{4v_i}{v_j} \leq \frac{2(v_i+v_j)}{v_j} = \lambda_j^3(L)$. Moreover, job $w^3_1$ does not move to slower machine 1 or $j < i - 1$. No one job on machine 1 moves to other machines with not smaller delay. Hence, the given profile $L$ is an equilibrium with the social payoff $r(2 - s)$.

Consider the profile where each job $w^i_3$, $i = 3, \ldots, N$, is assigned to machine $i$, jobs $w^1_1$ and $w^4_1$ belong to machine 2, and job $w^2_2$ to machine 1. The social payoff equals 2 for this profile, thus, $OPT \geq 2$.

In both considered cases the ratio of the optimal payoff and the equilibrium payoff equals $est(r, s)$, hence, the price of anarchy is not less than this estimate.

From the obtained estimate (3.2) we see that when the speed of the fastest machine increases and comes closer to the value of 2, the lower estimate of the price of anarchy grows infinitely. Hence, we obtain the following corollary from the theorem 3.1.

**Corollary 3.1:**
For the system composed of $N \geq 3$ machines having speeds $v_1 = 1 \leq v_2 = r \leq v_3 \leq \cdots \leq v_N = s < 2$ the price of anarchy tends to infinity as $s \to 2 - 0$.

According to the following result, for PoA evaluation it suffices to consider only games, where the optimal social payoff equals 1.

**Theorem 3.2:**
For the system $S$, the price of anarchy constitutes

$$PoA(S) = \max_{U_1:OPT(S,U_1)=1} \frac{1}{\min_{L \text{ is a Nash equilibrium in } \Gamma(S,U_1,\lambda)} SC(L)}.$$

**Proof**
We show that one can normalize job volumes in any game $\Gamma(S, U, \lambda)$ such that the optimal social payoff becomes equal 1 and the ratio of the optimal social payoff and the worst-case equilibrium payoff does not change its value.

Assume that $L$ is the worst-case equilibrium in the game $\Gamma(S, U, \lambda)$ with an arbitrary set of players $U(n, w)$. For each player $j$, the volume of its job equals $w_j$, and the vector $L_{OPT}$ gives the optimal strategy profile in this game. Let $SC$ and $OPT$ be the social payoff in the profile $L$ and the optimal social payoff, respectively. The ratio of the optimal and worst-case equilibrium social payoff is defined by $\frac{OPT}{SC}$. So long as $L$ represents an equilibrium, then for any player $j$ we obtain that $\frac{\sum_{k=1}^{n} w_k}{v_j} \leq \frac{\sum_{k=1}^{n} w_k + w_j}{v_j}$ for any machine $i$.

Now, explore the game with the same set of machines and players, where each player $j$ has the job of volume $\frac{w_j}{OPT}$. The social payoff in the profiles $L$ and $L_{OPT}$ constitutes $SC$ and 1, respectively. By virtue of the linear homogeneity of machine delays in their loads, the profiles $L$ and $L_{OPT}$ form the worst-case equilibrium and optimal profiles, respectively, in the new game. Particularly, the profile $L$ is an equilibrium in the new game, since for any player...
For the system composed of 3 machines having speeds \( v_1 = 1 \leq v_2 = r \leq v_3 = s \), if two jobs of volumes \( w_{k_1} \) and \( w_{k_2} \) are assigned to the same machine in the optimal profile, then \( \text{OPT} \leq \frac{W-w_{k_1}-w_{k_2}}{1+r} \).

**Proof**

Assume for the sake of contradiction that \( \text{OPT} > \frac{W-w_{k_1}-w_{k_2}}{1+r} \) and jobs of volumes \( w_{k_1} \) and \( w_{k_2} \) are assigned to machine \( i \) in the optimal profile. Then all optimal delays on machines exceed \( \frac{W-w_k}{1+r} \). Moreover, it is clear that \( \lambda_i(L) \geq \frac{w_k}{v_i} \). Hence, \( W = v_i \lambda_i(L) + v_j \lambda_j(L) + v_l \lambda_l(L) > w_k + (v_j + v_l) \frac{W-w_k}{1+r} \geq w_k + (1+r) \frac{W-w_k}{1+r} = W \).

**Theorem 4.1:**

For the system \( S \) composed of 3 machines having speeds \( v_1 = 1 \leq v_2 = r \leq v_3 = s \) the price of anarchy does not exceed \( es(r, s) = \min\{\frac{2+s}{(1+r)(2-s)}, \frac{2}{r(2-s)}\} \).

**Proof**

In the proof we consider cases with a certain number of jobs assigned to each of the two most loaded machines having the largest delay. For each case we show that the price of anarchy estimate presented in the theorem condition is true. Suppose that \( L \) is an equilibrium profile.
and $SC(L) = \lambda_i(L)$, that is machine $i$ has the smallest delay. Explore different cases of an equilibrium $L$.

1. Each of machines $j$ and $l$ receives one job. In the optimal profile these two jobs occupy at most two machines. Thus, there is some machine $k$ in the optimal profile, taking partially or wholly the equilibrium load of machine $i$ and nothing else. That is $OPT \leq \frac{v_i \lambda_i(L)}{v_k} \leq s \lambda_i(L)$.

By lemma 8.1 $s \leq est(r, s)$.

2. Machine $j$ receives $n_j \geq 2$ jobs, machine $l$ receives $n_l = 1$ job. By lemma 3.2 $\lambda_j(L) \leq \frac{2v_i}{2v_i - v_j} \lambda_i(L)$. By lemma 4.1 $OPT \leq \frac{v_i \lambda_i(L) + \frac{2v_j v_i}{1 + r} \lambda_i(L)}{1 + r} = \lambda_i(L) \left(\frac{2v_i^2 + v_j v_i}{(1+r)(2v_i - v_j)}\right).

   a) Assume first that $v_i \geq v_j$. Then $2v_i^2 + v_j v_i \leq 3v_i^2$, since this expression increases by $v_j$. Also $2v_i - v_j \geq v_i$, so long as this expression decreases by $v_j$. Then $OPT \leq \lambda_i(L) \frac{3v_i}{1 + r} \leq \lambda_i(L) est(r, s)$ by lemma 8.2.

   b) Suppose now that $v_i < v_j$. Then by lemma 8.3 $\frac{2v_i^2 + v_j v_i}{(1+r)(2v_i - v_j)} < \frac{2 + s}{1 + r(2 - s)}$.

   Explore now two cases. In the first case assume that $v_i = r$ and $v_j = s$. Here by lemma 8.4 $\frac{2r^2 + rS}{(1+r)(2-r)} < \frac{2}{r(2-s)}$.

   In the second case $v_i = 1$. By lemma 3.3 $w_k \leq \frac{v_i}{2v_i - v_j} \lambda_i(L) \leq \frac{s}{2-s} \lambda_i(L)$ and $v_j \lambda_j(L) - w_k \leq \frac{s}{2-s} \lambda_i(L)$ for any job of volume $w_k$ assigned to machine $j$.

   If all jobs assigned to machine $j$ in the profile $L$ remain there in the optimal profile, then the load of machine $i$ can only decrease with system’s transition from the equilibrium to the optimal profile. If this single job leaves machine $l$, then in the optimal profile machine $l$ receives the load at most $\lambda_i(L)$ coming from machine $i$. In both cases $OPT \leq \lambda_i(L)$.

   If jobs move from machine $j$ only to machine $l$ with system’s transition from the equilibrium to the optimal profile, similar two cases are possible. If a single job assigned to machine $l$ in the equilibrium keeps its position in the optimal profile, then the load of machine $i$ can only decrease with system’s transition to the optimal profile. Then $OPT \leq \lambda_i(L)$. If this single job leaves machine $l$, then in the optimal profile machine $l$ can receive the load at most $\lambda_i(L) + \frac{s}{2-s} \lambda_i(L)$ coming from machines $i$ and $j$. Then $OPT \leq \lambda_i(L) \frac{1 + \frac{s}{r}}{\frac{v_j}{v_i}} \leq \lambda_i(L) \frac{1 + \frac{s}{r}}{\frac{v_j}{v_i}}$.

   If some jobs move from machine $j$ to machine $i$ with system’s transition from the equilibrium to the optimal profile, we obtain the same two cases. If a single job assigned to machine $l$ in the equilibrium remains there in the optimal profile, then machine $j$ receives the load at most $\lambda_i(L) + \frac{s}{2-s} \lambda_i(L)$ consisting from the load remaining on $j$ and possibly coming from $i$. Then $OPT \leq \lambda_i(L) \frac{1 + \frac{s}{v_j}}{v_i} \leq \lambda_i(L) \frac{1 + \frac{s}{r}}{\frac{v_j}{v_i}} = \lambda_i(L) \frac{2}{r(2-s)}$. If this single job leaves machine $l$, then in the optimal profile machine $l$ can receive the load at most $\lambda_i(L) + \frac{s}{2-s} \lambda_i(L)$ coming from machines $i$ and $j$.

3. Each of machines $j$ and $l$ receives exactly two jobs: $n_j = n_l = 2$. The total number of jobs assigned to machines $j$ and $l$ is four, the number of machines is three, so in the optimal profile at least two of these jobs ($w_k$ and $w_k$) become assigned to the same machine. Then by lemma 4.2 $OPT \leq \frac{W - w_k - w_k}{1+r} = \frac{v_i \lambda_i(L) + w_k + w_k}{1+r}$, where $w_k$, $w_k$ remaining two jobs assigned to machines $j$ and $l$.

   Consider machine $k \in \{j, l\}$. If $v_i \leq v_k$, then by lemma 3.3 the volume of any of jobs assigned to machine $k$ does not exceed $\lambda_i(L) \frac{v_i v_k}{2v_i - v_k}$.

   Let now $v_i > v_k$. $L$ is an equilibrium, therefore $\lambda_k(L) \leq \lambda_i(L) + \frac{w_i}{v_i}$, where $w$ is the smallest volume job assigned to machine $k$. Thus, $w \geq v_i \lambda_k(L) - v_i \lambda_i(L)$. By lemma 3.2
\[ \lambda_k(L) \leq \lambda_i(L) \frac{2v_i}{2v_i - v_k} \leq 2\lambda_i(L), \quad 2v_i - v_k \geq v_i, \quad w \leq \lambda_i(L). \]

Another job of the largest volume assigned to machine \( k \) has the volume \( v_k \lambda_k(L) - w \leq v_k \lambda_k(L) = v_k \lambda_i(L) - (v_i - v_k)\lambda_i(L) \leq v_i \lambda_i(L) - (v_i - v_k)\lambda_i(L) = v_i \lambda_i(L) - r\lambda_i(L) \leq r\lambda_i(L) \leq \lambda_i(L) \frac{r}{2r-s} \leq \lambda_i(L) \frac{s}{2-s}.

a) Let \( v_i = s \), then \( \text{OPT} \leq \lambda_i(L) \frac{s+2r}{1+r} \leq \lambda_i(L) \frac{3s}{1+r} \leq \lambda_i(L) \text{est}(r, s) \) by lemma 8.2.

b) Let \( v_i = r \), then \( \text{OPT} \leq \lambda_i(L) \frac{r+2rs}{1+r} = \lambda_i(L) \frac{2+s}{1+r(2-s)} \leq \lambda_i(L) \text{est}(r, s) \) by lemma 8.3.

c) Let \( v_i = 1 \), then \( \text{OPT} \leq \lambda_i(L) \frac{r+2rs}{1+r} = \lambda_i(L) \frac{2+s}{1+r(2-s)} \). From the other side so long as the number of machines equals three there are surely two machines \( \alpha \) and \( \beta \) receiving at most one job from considered four jobs and, perhaps, some part of the load of machine \( i \). Then \( \text{OPT} \) does not exceed the minimal delay over these machines: \( \text{OPT} \leq \min_{\alpha \neq \beta} \{ \lambda_i(L) \frac{2}{v_{\alpha}(2-s)} \}, \lambda_i(L) \frac{2}{v_{\beta}(2-s)} \} \leq \min \{ \lambda_i(L) \frac{2}{(2-s)}, \lambda_i(L) \frac{2}{r(2-s)} \} = \lambda_i(L) \frac{2}{r(2-s)}.

4. Machines \( j \) and \( l \) receive the following job allocation: \( n_j \geq 2, n_l \geq 3 \). By lemma 3.2 \( \lambda_j(L) \leq \lambda_i(L) \frac{2v_j}{2v_j - v_i} \) and \( \lambda_l(L) \leq \lambda_i(L) \frac{2v_l}{2v_l - v_i} \). Thus in accordance with the estimate (3.1), \( \text{OPT} \leq \lambda_i(L) \frac{v_i + 2v_j + 2v_l}{1+r+s} \leq \lambda_i(L) \text{est}(r, s) \) by lemma 8.5 and lemma 8.6.

The next theorem is a special case of theorem 3.1 for the system of three machines.

**Theorem 4.2:**
For the system \( S \) composed of 3 machines having speeds \( v_1 = 1 \leq v_2 = r \leq v_3 = s < 2 \) is at least \( \text{est}(r, s) = \min \{ \lambda_i(L) \frac{2+s}{(1+r)(2-s)}, \lambda_i(L) \frac{2}{r(2-s)} \} \).

Then we obtain from theorems 4.1 and 4.2 an exact value of the price of anarchy for the tree-machine system.

**Theorem 4.3:**
For the system \( S \) composed of 3 machines having speeds \( v_1 = 1 \leq v_2 = r \leq v_3 = s < 2 \) the price of anarchy exactly equals

\[
\begin{align*}
\frac{2+s}{(1+r)(2-s)} & \quad \text{for } r+s \leq 2, \\
\frac{2}{r(2-s)} & \quad \text{for } r+s > 2.
\end{align*}
\]

The exact PoA value allows establishing a possibility for PoA increase under new machine inclusion into the system, i.e., in a situation resembling the Braess paradox [10–13] when system’s power increasing leads to its performance characteristic degradation. The next statement illustrates that the price of anarchy increases or does not change under new machine inclusion into the system of two machines.

**Theorem 4.4:**
For the system \( S \) composed of two machines having speeds \( 1 \leq s \) the price of anarchy does not decrease with adding a new machine of speed \( 1 \leq q < 2 \).

**Proof**
1. Suppose that new machine has a speed of \( q \leq s \). If \( qs \leq s^2 < 2 \) then the price of anarchy does not decrease since \( \frac{2+s}{s(2-s)} \leq \frac{2+s}{(1+s)(2-s)} \leq \frac{2}{1+s} \leq \frac{2+s}{(1+s)(2-s)} \). If \( s^2 > 2 \) and \( qs \leq 2 \) then that does not decrease due to \( \frac{2}{s(2-s)} = \frac{2}{(1+s)(2-s)} \leq \frac{2}{1+s} \leq \frac{2+s}{(1+s)(2-s)} \). Consequently, we have the same if \( s^2 > 2 \) and \( qs > 2 \) since \( \frac{2}{s(2-s)} \leq \frac{2}{q(2-q)} \).

2. Suppose now that new machine is more powerful than existing in the system, \( s < q < 2 \). If \( qs \leq 2 \), then \( s^2 \leq 2 \), and the price of anarchy does not decrease since \( \frac{2+s}{(1+s)(2-s)} \leq \frac{2+s}{(1+s)(2-q)} \). If \( qs > 2 \) \( s^2 \leq 2 \), then that does not decrease due to \( \frac{2+s}{s(2-s)} \leq \frac{2}{s(2-s)} \leq \frac{2}{s(2-q)} \). Also if \( qs > 2 \) and \( s^2 > 2 \), we obtain the same because of \( \frac{2}{s(2-s)} \leq \frac{2}{s(2-q)} \).
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5. EVALUATING THE PRICE OF ANARCHY

In the previous section, we have derived an analytic expression for the price of anarchy in the three-machine model, where the fastest machine possesses a rather high speed. In what follows, we suggest a computing method for the price of anarchy on the example of the system of 3 machines which is similar to a corresponding method for the load balance game [14]. This method can be generalized to systems composed of more machines. But such generalization increases the number of linear programming problems to-be-solved and the number of associated variables and imposed constraints. Particularly the $N$-machine model requires $N!$ linear programming problems each of which includes $(2^N - 1)^{N-1}$ subproblems with $N^2$ variables.

Consider the following system of linear equations in the components of the vectors $a = (a_1, a_2, a_3), b = (b_1, b_2, b_3), c = (c_1, c_2, c_3)$.

\[
\begin{align*}
\frac{a_1 + a_2 + a_3}{v_1} & \leq \frac{b_1 + b_2 + b_3 + \min_{k=1,2,3} a_k}{v_1} \\
\frac{a_1 + a_2 + a_3}{v_1} & \leq \frac{c_1 + c_2 + c_3 + \min_{k=1,2,3} a_k}{v_1} \\
\frac{a_1 + b_2 + b_3}{v_1} & \leq \frac{c_1 + c_2 + c_3 + \min_{k=1,2,3} b_k}{v_1} \\
\frac{a_1 + a_2 + a_3}{v_1} & \leq \frac{b_1 + b_2 + b_3}{v_1} \\
\max_{k=1,2,3} a_k & > 0 \\
\max_{k=1,2,3} b_k & > 0 \\
\max_{k=1,2,3} c_k & \geq 0, k = 1, 2, 3.
\end{align*}
\] (5.3)

This system describes a set of hyperplanes passing through the point $(0, 0, 0, 0, 0, 0, 0, 0, 0)$ in the 9-dimensional space, and the solution set represents a domain in the space bounded by the hyperplanes. The above system is feasible, as far as, e.g., the triplet $a_1 = a_2 = a_3 = \alpha s_3, b_1 = b_2 = b_3 = \alpha s_j$ and $c_1 = c_2 = c_3 = \alpha s_1$ makes its solution for all $\alpha > 0$. Furthermore, the solution set is unbounded, since $\alpha$ can be arbitrarily large.

Study the system $S$ composed of 3 machines having speeds $1 \leq r \leq s$ and $n$ players. Let $L$ indicate a Nash equilibrium in the system $S$ such that machine $i$ is slowest in this profile having the greatest delay, machine $j$ has a medium delay and machine $l$ is fastest. Suppose that in the equilibrium $L$ machine $i$ receives the total volume of jobs defined by

\[
\begin{align*}
\sum_{k=1, \ldots, n_d=i} w_k &= a_1 + a_2 + a_3 \quad \text{and} \\
\sum_{k=1, \ldots, n_d=j} w_k &= b_1 + b_2 + b_3 \quad \text{and} \\
\sum_{k=1, \ldots, n_d=l} w_k &= c_1 + c_2 + c_3,
\end{align*}
\]

The volume of jobs on each machine is somehow divided into three parts so that each component of the three-dimensional vectors $a, b$ and $c$ is either zero or positive and includes at least one job.

**Lemma 5.1:**

Let $L$ be a Nash equilibrium in the game involving three machines $i, j$ and $l$ and $n$ players such that

\[
\begin{align*}
\lambda_i(L) & \geq \lambda_j(L) \geq \lambda_l(L), \\
\sum_{k=1, \ldots, n_d=i} w_k &= a_1 + a_2 + a_3, \\
\sum_{k=1, \ldots, n_d=j} w_k &= b_1 + b_2 + b_3, \\
\sum_{k=1, \ldots, n_d=l} w_k &= c_1 + c_2 + c_3.
\end{align*}
\]

Here for all $k = 1, 2, 3$ component $a_k$ equals zero or the volume of at least one job on machine $i$, component $b_k$ equals zero or the volume of at least one job on machine $j$, and component...
$c_k$ equals zero or the volume of at least one job on machine $l$. Then the set of the vectors $a$, $b$ and $c$ is the solution of the system (5.3).

**Proof**
Suppose that $L$ represents a Nash equilibrium and $\lambda_i(L) \geq \lambda_j(L) \geq \lambda_l(L)$. The lemma 3.1 claims that $\lambda_k(L) > 0$, $k = i, j, l$. In this case, the following inequalities take place:

\[
\begin{align*}
\sum_{k=1,\ldots,n} w_k \sum_{l=1,\ldots,k} \sum_{v_l=1,\ldots,n} w_l & \leq \sum_{k=1,\ldots,n} w_k + \sum_{k=1,\ldots,n} \min_{v_k=1,\ldots,n} w_k > 0 \sum_{k=1,\ldots,n} w_k \\
\sum_{k=1,\ldots,n} w_k & \leq \sum_{k=1,\ldots,n} w_k + \sum_{k=1,\ldots,n} \min_{v_k=1,\ldots,n} w_k > 0 \sum_{k=1,\ldots,n} w_k \\
\sum_{k=1,\ldots,n} w_k & \leq \sum_{k=1,\ldots,n} w_k + \sum_{k=1,\ldots,n} \min_{v_k=1,\ldots,n} w_k > 0 \sum_{k=1,\ldots,n} w_k \\
\sum_{k=1,\ldots,n} w_k & \geq \sum_{k=1,\ldots,n} w_k + \sum_{k=1,\ldots,n} \min_{v_k=1,\ldots,n} w_k > 0 \sum_{k=1,\ldots,n} w_k.
\end{align*}
\]

Since each nonzero quantity $a_k$ $(k = 1, 2, 3)$ equals the volume of at least one job on machine $i$, then we naturally have that $\min_{v,c_b=0} a_k \geq \min_{v,c_b=0} w_k$ that provides satisfaction of the first and the second inequality of the system (5.3). Similarly, $\min_{v,c_b=0} b_k \geq \min_{v,c_b=0} w_k$. This means satisfaction of the system (5.3).

**Lemma 5.2:**
Any solution of the system (5.3) defines a Nash equilibrium $L$ in the game involving the system $S$ composed of 3 machines $i, j$ and $l$ and players whose jobs correspond to the nonzero components of the vectors $a, b$ and $c$ and the delays are sorted in the order $\lambda_i(L) \geq \lambda_j(L) \geq \lambda_l(L)$.

**Proof**
Assume that the set of the vectors $a, b$ and $c$ gives the solution of the system (5.3). Consider the game with 3 machines $i, j$ and $l$. Let each nonzero component of the vectors $a, b$ and $c$ specify the job volume of a regular player. Consider a profile $L$ such that the jobs of volumes $a_k > 0$, $b_k > 0$ and $c_k$ are assigned to machines $i, j$ and $l$, respectively. So long as all inequalities (5.3) hold true, the profile $L$ gives the desired Nash equilibrium.

The following result is immediate.

**Theorem 5.1:**
Any Nash equilibrium $L$ in the game involving the system $S$ composed of 3 machines $i, j$ and $l$ and $n$ players corresponds to a Nash equilibrium $L'$ in the game involving the same system $S$ and at most 9 players, where each machine receives no more than 3 jobs and the delays on all machines in $L$ and $L'$ do coincide.

**Proof**
Consider a Nash equilibrium $L$ in the game with the system $S$ of 3 machines and $n$ players. Number the machines so that $\lambda_i(L) \geq \lambda_j(L) \geq \lambda_l(L)$. According to Lemma 5.1, for any Nash equilibrium in the game involving the system $S$ and any number of players there exist a corresponding solution $a, b, c$ of the system (5.3). By virtue of Lemma 5.2, this solution determines a Nash equilibrium $L'$ in the game with the system $S$ such that the nonzero components of the vectors $a, b$ and $c$ specify the job volumes on machines $i, j$ and $l$, respectively. By definition, the element sum of the vector $a$ represents the load of machine $i$ in a profile $L$. Hence, delays on machine $i$ coincide in both equilibria $L$ and $L'$. Similarly, for machines $j$ and $l$ the delays in the equilibrium $L$ coincide with the corresponding delays in the equilibrium $L'$. 
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This theorem claims that it is sufficient to consider only games, where in an equilibrium each machine receives at most three jobs and the equilibrium solves the system (5.3). And the domain of the social payoff coincides with the value domain of games with an arbitrary number of players.

Imagine that the components of the vectors \( a, b \) and \( c \) are chosen as follows. In the optimal profile yielding the maximum social payoff, machines \( i, j \) and \( l \) receive the total volumes of jobs \( a_1 + b_1 + c_1, a_2 + b_2 + c_2 \) and \( a_3 + b_3 + c_3 \), respectively, and the lowest delay can be on each of them. Furthermore, by Theorem 3.2, the volumes of jobs are assumed to be normalized so that in the optimal profile the maximum delay among all machines equals 1. In our case, this means that

\[
\begin{align*}
& a_1 + b_1 + c_1 \geq v_i, \\
& a_2 + b_2 + c_2 \geq v_j, \\
& a_3 + b_3 + c_3 \geq v_l,
\end{align*}
\]

and at least one of these inequalities holds as an equality.

**Lemma 5.3:**

**Solution of the linear programming problem**

\[
LPP(v_i, v_j, v_l) : \begin{cases}
  c_1 + c_2 + c_3 \to \min \\
  (r1) & \frac{a_1 + a_2 + a_3}{v_i} \leq \frac{b_1 + b_2 + b_3 + \min_{k \in \{a_k \geq 0\}} a_k}{v_i} \\
  (r2) & \frac{a_1 + a_2 + a_3}{v_j} \leq \frac{c_1 + c_2 + c_3 + \min_{k \in \{a_k \geq 0\}} a_k}{v_j} \\
  (r3) & \frac{b_1 + b_2 + b_3}{v_j} \leq \frac{c_1 + c_2 + c_3 + \min_{k \in \{a_k \geq 0\}} b_k}{v_j} \\
  (r4) & \frac{a_1 + a_2 + a_3}{v_l} \geq \frac{b_1 + b_2 + b_3}{v_l} \geq \frac{c_1 + c_2 + c_3}{v_l}
\end{cases}
\]  

(5.4)

with respect to the components of the vectors \( a, b \) and \( c \) provides the minimal social payoff in a Nash equilibrium among all games, where in an equilibrium at most 3 jobs are assigned to each machine, \( i, j \) and \( l \) indicate the numbers of the machines in the descending order of their delays and the optimal social payoff makes up 1.

**Proof**

Due to Lemma 5.2, any solution of inequalities \( (r1) - (r7) \) in the problem \( LPP(v_i, v_j, v_l) \) defines an equilibrium in the game with 3 machines, where each machine receives at most 3 jobs and \( i, j, l \) are the numbers of machines in the descending order of their delays.

The goal function in this game is bounded above only by the hyperplanes corresponding to inequalities \( (r8) - (r10) \). Actually, inequalities \( (r1) - (r7) \) admit arbitrarily small non-negative values of the goal function, including zero. Therefore, the minimum is reached on one of the boundaries answering to the last three inequalities. This guarantees that one of them is satisfied as an equality, ergo the optimal payoff in the game corresponding to the solution of the problem \( LPP(v_i, v_j, v_l) \) equals 1.

Consequently, exact PoA evaluation for the system \( S \) composed of 3 machines calls for solving a series of linear programming methods \( LPP(v_i, v_j, v_l) \) for all permutations \((1, r, s)\). And the minimum solution among them yields the value of \( PoA(S) \). In other words, it is possible to establish the following fact.
Theorem 5.2:
For the system $S$ composed of 3 machines having speeds $v_1 = 1 \leq v_2 = r \leq v_3 = s < 2$, the price of anarchy constitutes $\text{PoA}(S)$, which is the inverse value of
\[
\frac{1}{\text{PoA}(S)} = \min_{(v_i, v_j, v_l) \text{ are permutations of } (1, r, s)} \left\{ \frac{a_i + a_j + a_l}{v_i} \middle| a, b, c \text{ is a solution of } LPP(v_i, v_j, v_l) \right\},
\]
where $LPP(v_i, v_j, v_l)$ is the linear programming problem (5.4).

Proof
According to Lemma 5.3, the solution of the problem (5.4) gives the minimum social payoff in a Nash equilibrium, where $i, j$ and $l$ are the numbers of the machines in the descending order of their delays, among all games such that in an equilibrium each machine receives at most 3 jobs and the optimal payoff equals 1. The minimum solution among the problems for all admissible permutations $(1, r, s)$ as the values of $(v_i, v_j, v_l)$ provides the minimum social payoff in a Nash equilibrium among all games, where in an equilibrium at most 3 jobs are assigned to each machine and the optimal payoff equal 1.

By Theorem 5.1, for any equilibrium in the game involving the system $S$ of 3 machines and an arbitrary number of players, it is possible to construct a corresponding equilibrium in the game with the same machines and a set of at most 9 players, where each machine receives no more than 3 jobs and the social payoff coincides for both equilibria. Thus, for PoA evaluation it suffices to consider only games, where in an equilibrium each machine has at most 3 jobs.

Using Theorem 3.2, we finally obtain that for PoA evaluation it suffices to consider only games, where the social payoff in the optimal profile equal 1.

6. COMPUTING EXPERIMENTS

To estimate the price of anarchy in the three-machine model, we have developed a program implementation of PoA evaluation method presented in the previous section. This program allows to compare visually the theoretic PoA value and its exact value constructed by solving a series of linear programming problems. Moreover the program provides the possibility to see the PoA dynamics for the machine number $N > 3$ where no any theoretic PoA estimates are obtained. The parameters of the system $S$ act as the options in the program; by assumption, the speed of machine 1 equals 1, whereas an exact value and a certain range estimates are obtained. The parameters of the system act as the options in the program.

The figures 6.1 and 6.2 present examples of PoA estimates for different values of speeds of machine 2 and 3. At the fig. 6.1 the speed of machine 2 is $r = 1.1$, and the speed of machine 3 is $s \in [r, 2)$. At the fig. 6.2 the speed of the fastest machine 3 is $s = 1.7$ and the speed of machine 2 is $r \in [1, s]$. Here we can see that theoretical and computed values of PoA coincide.

The next example is more interesting. Consider the system of four machines with speeds $v_1 = 1 \leq v_2 = q \leq v_3 = r \leq v_4 = s < 2$. Figures 6.3 and 6.4 present PoA comparing with the lower PoA estimate (3.2), which in fact is PoA for the system composed of 3 machines with speeds $1 \leq r \leq s < 2$. Fig. 6.3 presents PoA for the following cases. At the area $A$ the value of $q$ changes in the range $[1, r]$, $r = 1.3$, $s = 1.5$. At the area $B$ $q = 1.3$, the value of $r$ changes in the range $[q, s]$, $s = 1.5$. At the area $C$ $q = 1.3$, $r = 1.5$, $s$ value changes in the range $[r, 2]$. In these cases PoA value for four-machine system coincide with its lower estimate (3.2).

Fig. 6.4 presents the PoA dynamics for those systems where machine speeds differ rather little, that is normalized speeds are closed to 1. In this case one can see that the PoA value
Fig. 6.1. PoA for the system $S$, where $r = 1.1, s \in [r, 2]$.

Fig. 6.2. PoA for the system $S$, where $s = 1.7, r \in [1, s]$.

Fig. 6.3. PoA for the four-machine system $S$.

presented by the thin curve exceeds its estimate (3.2) presented by the bold curve. Both curves coincide under machine speeds increasing. At the area $A$ the value of $q$ changes in the range $[1, r], r = 1.05, s = 1.1$. At the area $B$ $q = 1.05$, the value of $r$ changes in the range $[q, s], s = 1.1$. At the area $C$ $q = 1.05, r = 1.1$, the value of $s$ changes in the range $[r, 1.3]$. 
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7. CONCLUSION

This paper has explored the service system composed of $N$ machines and $n$ players and derived the lower estimate for the price of anarchy in the maximizing the minimum machine delay game (or cover game). The three-machine model has been analyzed in detail. Here we have determined the exact value of the price of anarchy and showed that the PoA increases or does not change under new machine inclusion into the system of two machines. Also we have proposed a computing algorithm of the exact PoA value. The algorithm can be generalized to systems with more machines, but this increases the number of linear programming problems to-be-solved and the number of associated variables and imposed constraints. And finally, we have implemented the algorithm as a program and conducted numerical experiments for comparing the obtained estimates of the PoA with its exact value. The results of these experiments have demonstrated the correctness of the derived estimates. For the case of four-machine system computing experiments demonstrate partial PoA coinciding for three and four-machine systems, the analytic confirmation of this fact needs further investigations.
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8. APPENDIX

This appendix contains supporting lemmas which are used in proofs in section 4.

Lemma 8.1: 
For any real $r, s$ such that $1 \leq r \leq s < 2$ we have $s \leq \min \left\{ \frac{2s}{(1+s)(2-s)}, \frac{2}{r(2-s)} \right\}$.

Proof

$$
\frac{2}{r(2-s)} \geq \frac{s}{s(2-s)} \geq s, \text{ since } s^3 - 2s^2 + 2 = s(s-1)^2 + (2-s) > 0.
$$

$$
\frac{2+s}{(1+s)(2-s)} \geq \frac{2+s}{(1+s)(2-s)} \geq s, \text{ since } s^3 - s^2 - s + 2 > s^3 - 2s^2 + 2 = s(s-1)^2 + (2-s) > 0.
$$
Lemma 8.2:
For any real $r, s$ such that $1 \leq r \leq s < 2$ we have $\frac{3s}{1+r} \leq \min\{\frac{2+s}{(1+r)(2-s)}; \frac{2}{r(2-s)}\}$.

Proof
First, $3s \leq \frac{2+s}{2-s}$, due to $3s^2 - 5s + 2 = (s-1)(3s-2) > 0$. Second, $\frac{3s}{1+r} \leq \frac{2}{r(2-s)}$, since $6rs - 3sr^2 - 2 - 2r = r(6s - 3s^2 - 2) - 2 = r(3s - 1)^2 - 2 \leq r - 2 < 0$. 

Lemma 8.3:
For $v_i < v_j$, $v_i, v_j \in \{1, r, s\}$, where real $r, s$ are such that $1 \leq r \leq s < 2$, we have $\frac{2v_i^2 + v_i v_j}{2v_i - v_j} \leq \frac{2+s}{2-s}$.

Proof
If $v_i < v_j$, then $\frac{2v_i^2 + v_i v_j}{2v_i - v_j}$ decreases by $v_i$ and increases by $v_j$, since $4v_i^2 - 4v_i v_j - v_j^2 < 0$ and $v_i(2v_i - v_j) + 2v_i^2 + v_i v_j > 0$.

Lemma 8.4:
For any real $r, s$ such that $1 \leq r < s < 2$ we have $\frac{2r^2 + rs}{(1+r)(2-s)} < \frac{2}{r(2-s)}$.

Proof
The inequality in the condition is equivalent to $f(r, s) = -r^2s^2 - 2s(r^3 - r^2 - r - 1) + 4(r^3 - r^2 - r) < 0$, check if it holds true. Show that $f'(r, s) = -2rs^2 + 2(2-s)(3r^2 - 2r - 1) < 0$, then $f(r, s) \leq f(1, s) = -s^2 + 4s - 4 = -(2-s)^2 < 0$.

For each fixed $s$ the function $f'(r, s)$ is a parabola with branches directed upwards. Thus, its largest value is achieved on one of two ends of the interval $r \in [1, s]$. At the left end $f'(1, s) = -2s^2 < 0$. At the right end $f'(s, s) = -8s^3 + 16s^2 - 6s - 4 = -8s(s - 1)^2 - 2(2-s) < 0$.

Lemma 8.5:
For $v_i \neq v_j \neq v_i, v_i, v_j, v_i \in \{1, r, s\}$, where real $r, s$ are such that $1 \leq r \leq s < 2$, we have $f(v_i, v_j, v_i) = v_i + \frac{2v_i v_j}{2v_i - v_j} + \frac{3v_i v_j}{3v_i - v_j} \leq 1 + \frac{2s}{2-s} + \frac{3s}{3-s}$.

Proof
The function $f(v_i, v_j, v_i)$ obviously increases by $v_j$ and $v_i$, hence $f(v_i, v_j, v_i) \leq v_i + \frac{2v_i v_j}{2v_i - v_j} + \frac{3v_i v_j}{3v_i - v_j} = g(v_i)$.

Show that $g(v_i)$ decreases by $v_i$. The derivative $g'(v_i) = 1 - \frac{2s^2}{(2v_i - s)^2} - \frac{3s^2}{(3v_i - s)^2}$ increases by $v_i$ and, therefore, does not exceed $g'(1) = 1 - 2 - \frac{3}{4} < 0$.

Then $g(v_i) \leq g(1) = 1 + \frac{2s}{2-s} + \frac{3s}{3-s}$. 

Lemma 8.6:
For any real $r, s$ such that $1 \leq r \leq s < 2$ we have $\frac{1 + \frac{2s}{1+r} + \frac{3s}{3-s}}{1+r+s} \leq \min\{\frac{2+s}{(1+r)(2-s)}; \frac{2}{r(2-s)}\}$.

Proof
We show first that $1 + \frac{2s}{2-s} + \frac{3s}{3-s} \leq \frac{(1+r+s)(2+s)}{(1+r)(2-s)}$. The right part of the inequality decreases by $r$, thus it suffices to show that $1 + \frac{2s}{2-s} + \frac{3s}{3-s} \leq \frac{(1+s)(2+s)}{(1+s)(2-s)}$. This is equivalent to $s \leq s^2$, that holds true under $s \geq 1$.

Show now that $1 + \frac{2s}{2-s} + \frac{3s}{3-s} \leq \frac{2(1+r+s)}{r(2-s)}$. The right part of the inequality decreases by $r$, so it suffices to show that $1 + \frac{2s}{2-s} + \frac{3s}{3-s} \leq \frac{2(1+2s)}{s(2-s)}$. This inequality is equivalent to $-4s^3 + 11s^2 - 4s - 6 = -s(2s - 3)^2 - (2-s)(3-s) < 0$. 
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