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Abstract: Coarse grained reconfigurable architecture got the attention of researchers working in 

designing computing architectures for processing massive streaming data associated with the 

multimedia applications in portable entertainment and communication electronics. The 

algorithms for processing audio, video, and graphics are very complex in nature. These data 

intensive computation algorithms belong to the domain of signal processing. As the complexity 

of algorithms increases, a matching improvement in speed performance of the hardware becomes 

essential to maintain the quality of service. The observed growth of algorithmic complexity is 

much higher than the growth rate of integration density governed by Moore’s law. Also, the 

constraints on memory bandwidth in the traditional von Neumann architectures along with the 

slow growth in the battery capacity demands a paradigm shift in computer architecture design. 

Reconfigurable hardware architecture is proposed as a possible alternative in this regard. The 

reconfigurable architectures are designed to exploit the regular and repetitive structure of signal 

processing algorithms and the coarse grained processing elements are designed to match with the 

word level granularity of these complex algorithms. The research shows that the coarse grain 

reconfigurable architectures with heterogeneous processing elements are a better option for 

system design in DSP applications, which exploit granularity matching between the algorithms 

and the processing hardware, and the inherent parallelism of DSP algorithms for the realization of 

low power DSP systems.  
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1. INTRODUCTION 

The fastest growing segment of the electronic industry is the battery driven products of 

entertainment electronics and wireless communication systems. This growth is heavily 

indebted to the recent advancements in Digital Signal Processing (DSP). But the 

computationally intensive DSP applications limit the battery life in portable devices such as 

smart phones, MP3 players, hearing aids etc., The hardware platform chosen for the 

implementation of mobile wireless multimedia applications decides the speed, flexibility and 

cost. The major attraction of the microprocessor based system development is that its RAM 

based structure offers large scale flexibility such that products for various applications can be 

software based and in turn avoids the necessity of costly Application Specific Integrated 

Circuits (ASICs) for each and every application. But the sequential nature of processing by 

microprocessors is the major performance limiting factor. The challenging design criteria are 

extremely low power, high performance, flexibility and low cost. The growing performance 

gap among application complexity, VLSI technology, and battery technology is the 
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constraint in delivering satisfactory performance at low power and high speed. The flexibility 

of a system is also an important aspect to accommodate the rapidly changing consumer needs. 

Limiting the applications to a specific domain is expected to provide better energy efficiency 

by compromising flexibility. The speed and power performance of applications pertaining to 

DSP domain can be further improved by suitable architecture designs which exploit the 

regular and repetitive structure of DSP algorithms. Reconfigurable architecture is a probable 

architecture suitable for the said purpose. 

The idea of restructurable computing put forward by Gerald Estrin in the early 

sixties [1, 2].The restructurable or reconfigurable architecture is a deviation from the von 

Neumann architecture with adjustable hardware processing elements. The general purpose 

processors like microprocessors have fixed structure but Estrin’s proposal has provision for 

adjustable hardware. The adjustable hardware is called as Reconfigurable Fabric (RF) and 

the process of adjusting the hardware for different applications is called reconfiguration. 

There are two classes of reconfigurable architectures: fine grain and coarse grain. Field 

Programmable Gate Array (FPGA) is a fine grain general purpose reconfigurable device that 

supports a broad range of applications [3, 4]. The processor architecture that uses bit oriented 

simple processing elements like Look Up Table (LUT) of an FPGA as the fundamental 

building block of the processor are called fine grained. The architecture that is composed of 

word oriented complex logical blocks like ALU is termed as coarse grain. The main 

disadvantage of FPGA like fine grain systems when compared with ASICs are low or 

medium performance, high configuration overhead, large silicon area, propagation delay, and 

high power consumption. Coarse grained reconfigurable processors have gained more 

popularity in the recent past, because they offer a new method for a dynamic and 

programmable execution similar to FPGA and tend to achieve the performance of application 

specific hardware. The paradigm shift to meet the computing compulsions of real-time 

communication and multimedia processing is from instruction stream driven systems to data 

driven systems and fixed hardware systems to reconfigurable hardware systems.  The Coarse 

Grained Reconfigurable Architecture (CGRA) is a convenient platform for data streaming 

processing in multimedia DSP applications. These reconfigurable computing architectures 

have been surveyed extensively in [5-12]. 

The review discusses the design goals and architectural features of CGRA in section 2. 

Section 3 enumerates the architectural adaptations of CGRA which makes it very suitable for 

the domain specific applications of DSP. Section 4 focuses on the development of energy 

efficient coarse grain architectures for DSP applications. Finally conclusions are presented in 

the section 5. 

2. COARSE GRAIN RECONFIGURABLE ARCHITECTURES 

The coarse grain reconfigurable architectures compromise on the flexibility of FPGA to 

match with the performance of ASIC by limiting themselves to a particular application 

domain [10, 13-16]. The performance improvement over FPGA is obtained by the inherent 

word level configurability which is designed to match with the instruction and data 

granularity of algorithms results in the reduced number of cycles per instruction and hence 

good performance in the aspects of speed of operation. The common architecture of CGRA 

is a combination of a control processor and a RF which is either tightly coupled to act as a 

co-processor or loosely coupled to act as an augmenting independent unit for processing 

dedicated domain specific instructions. Generally the control processors execute the non-

loop sequential code, control the mapping of configurations to the RF grid and supervise the 

execution activities. The basic architecture of CGRA is shown in Fig. 2.1. The RF is a 

combination of coarse grain processing elements (PEs) or functional units (FU), word level 

data paths, and fast interconnects. The presence of coarse grain processing elements reduces 
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the configuration data and this makes the devices to do the reconfiguration faster and reduces 

the area, delay, and power consumption of circuits. 

 

Fig. 2.1.  Basic Architecture of CGRA 

 

The data driven processing elements are configured by configuration words stored in a 

dedicated memory called configuration or context memory. The context words stored in the 

context memory decides the functionality of each processing element and also the flow of 

data between PEs. Reconfiguration is effected by choosing another context word in context 

memory. The different reconfigurable options available to the designer are: Reconfiguration 

can be designed to take place at the beginning of the execution and retains the context for the 

rest of the time (static reconfiguration) or it may occur at one or more times during the 

execution (dynamic reconfiguration). Reconfiguration can affect all elements in the 

architecture (total reconfiguration) or only some of them (partial reconfiguration). Another 

flexibility that the CGRA architecture designers can exercise is the option to select either a 

homogeneous set of PEs or a heterogeneous set of PEs for the RF. The recent approach is to 

give preference to have reconfigurable System on Chip which includes even General Purpose 

Processor (GPP), DSP, and FPGA integrated along with CGRA in to the chip [17-19]. 

Heterogeneous architecture for CGRA is preferred since, some algorithms run more 

efficiently on bit level configurable architecture and some perform optimal on word level 

reconfigurable platforms.  

An understanding of the algorithmic domain is essential for the design of domain specific 

applications in order to achieve ASIC like performance. The major application of CGRA is 

in the domain of DSP. Table 2.1. illustrates the important coarse grain reconfigurable 

architectures listed in the literature. 
 

Table 2.1.  Different coarse grain reconfigurable architectures listed in literature 

YEAR OF 

PUBLICATION 

NAME OF THE 

PROCESSOR 
RESEARCH GROUP 

PROCESSING 

ELEMENT(PE) 

PROCESSING 

ELEMENT 

CONFIGURATION 

DATA PATH 

GRANULARITY 

TARGET 

APPLICATION 

1990 PADDI[20] 

 

UNIVERSITY OF 

CALIFORNIA, 

BERKELEY 

 

CLUSTER OF 8 EXU; 

EXU: RFILE,MUX, 

NANO STORE 

CROSSBAR 16-BIT 

 

 

DSP 

 

 

 

1995 

 

KRESS 

ARRAY[21] 

 

UNIVERSITY OF 

KAISERSLAUTERN 

 

RDPU 

 

2D-MESH 

 

FAMILY: 
SELECT PATH 

WIDTH 

 

TO IMPLEMENT 

COMPUTATIONAL 

DATAPATHS 

 

1996 

 

RAPID 

[22] 

 

UNIVERSITY OF 

WASHINGTON 

 

MULTIPLIER,3 ALUS, 6 

DPR, 3 LOCAL MEMORIES 

 

 

1D-ARRAY 

 

16-BIT 

 

PIPELINING 

APPLICATIONS 

1996 MATRIX [23] MIT 

ALU, MULTIPLIER, 

256 × 8-BIT MEMORY, 

CONTROL LOGIC 

2D-MESH 
8-BIT, MULTI- 

GRANULAR 

GENERAL PURPOSE 

CO-PROCESSOR 
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1997 
PLEIADES 

[24 ] 

UNIVERSITY 

OF CALIFORNIA, 

BERKELEY 

SATELLITE PROCESSORS CROSSBAR 
MULTI-

GRANULAR 
MULTIMEDIA 

1997 

 

RAW [25] 

 

 

MIT 

 

ALU,   REGISTERS, 

INSTRUCTION & DATA 

MEMORIES, CONFIG. 

LOGIC,PROG.SWITCH 

 

2D-MESH 

 

8-BIT, MULTI-

GRANULAR 

 

GENERAL PURPOSE 

1998 

 

PIPERENCH 

[26] 

 

CARNEGIE MELLON 

UNIVERSITY 

 

ALU & PASS REGISTER 

FILE 

 

1D-ARRAY 

 

128-BIT 

 

CO-PROCESSOR FOR 

STREAMING 

MULTIMEDIA 

ACCELERATION 

 

 
1998 REMARC[27] 

 

STANFORD 

UNIVERSITY 

16-BIT NANO PROCESSOR 2D-MESH 16-BIT 

 

MULTIMEDIA 

 

1998 

 

MORPHOSYS 

[28] 

 

UNIVERSITY OF 

CALIFORNIA, IRVINE 

 

ALU- MULTIPLIER, A SHIFT 

UNIT, TWO INPUT MUX, &   

32-BIT CONTEXT REGISTER 

 

2D-MESH 

 

8-BIT/16- BIT 

 

MULTIMEDIA & DSP 

 

1999 

 

CHESS 

ARRAY[29] 

 

HEWLETT PACKARD 

LABS 

 

INTERLEAVED ALUs AND 

SWITCHBOXES 

 

HEXOGONAL 

ARRAY 

 

MULTI-

GRANULAR 

 

MULTIMEDIA 

 

2000 

 

DREAM[30] 

 

UNIVERSITY OF 

DARMSTADT 

 

8-BIT ALU, 

2 SHIFTERS,CU,CM 

 

2D-MESH 

 

8-BIT/16-BIT 

 

NEXT GENERATION 

WIRELESS 

 

          2001 PACT-XPP[31] 
PACT INFORMATIONS 

TECHNOLOGIE AG 

 

32-BIT ALU,ADDER, 

ROUTER,CM,CU 

2D-ARRAY 

 

16-BIT& 

32-BIT 

MULTIMEDIA, 

DSP,TELECOMMUNI

CATION 

          2002 
MONTIUM 

[32] 

UNIVERSITY OF 

TWENTE 

FIVE ALU, TWO RFILES, 

SEQUENCER 
TILE ARRAY 

16-BIT 

 

STREAMING DSP 

APPLICATION 

 

          2002 

 

IMAGINE 

[33] 

STANFORD 

UNIVERSITY 

 

ALU CLUSTERS, 

MULTI PORT STREAM 

REGISTER  FILE, 

SCRATCH PAD MEMORY 

 

 

 

STREAM MODEL 16-BIT MEDIA PROCESSING 

          2002 DART[34] 
UNIVERSITY OF 

RENNES 

RECONFIGURABLE DATA 

PATH 
CLUSTER  16-BIT 

MOBILE 

COMMUNICATION 

          2003 TRIPS[35] 
UNIVERSITY OF 

TEXAS, AUSTIN 

32-BIT ALU, 

ROUTERS,CU,OP-REG, 

CONFIGURATION CACHE 

2D-ARRAY 32-BIT 

 

GENERAL PURPOSE 

 

          2003 ADRES[36] MEC , BELGIUM 

32-BIT ALU, 

REGISTERS,ROUTER, 

CM,CU 

ARRAY 8-BIT 

MULTIMEDIA AND 

MOBILE 

COMMUNICATION 

 

          2004 NEC-DRP[37] NEC ELECTRONICS 
8-BIT ALU,8-BIT DMU,16 

8-BIT RFU,8-BIT FFU 

TILE 

 
8-BIT 

STREAMING 

MULTIMEDIA 

APPLICATION 

          2007 MORA[38] 
UNIVERSITY OF 

CALABRIA 

MULTIPLIERS, 

ADDERS,REGISTERS, 

MUXES,3:2 COMPRESSORS 

LINEAR ARRAY 8-BIT MULTIMEDIA 

          2008 RICA[39] 
UNIVERSITY OF 

EDINBURGH 
HETEROGENEOUS PE ARRAY 32-BIT 

DSP,VITERBI 

DECODING 

          2008 SMARTCELL[40] 

WORCESTER 

POLYTECHNIC 

INSTITUTE 

16-BIT ALU, I/O REGISTERS TILE  ARRAY 8-BIT DSP, MULTIMEDIA 

          2009 FLORA[41] 

 

SEOUL NATIONAL 

UNIVERSITY 

 

ALU,RFILE,MUX, 

CONFIGURATION MEMORY 

 

2D-ARRAY 

 

24-BIT 

 

DSP, 

MULTIMEDIA 

 

         2009 DRRA[42] 

KTH ROYAL 

INSTITUTE OF 

TECHNOLOGY, 

SWEDEN 

MORPHABLE DPU-

ARITHMETIC PARTITION, 

LOGIC PARTITION &  POST 

PROCESSING PARTITION 

2D-ARRAY 16-BIT DSP 

   2011 SYSCORE[43] 
UNIVERSITY 

COLLEGE, DUBLIN 

 

CONFIGURABLE 

FUNCTIONAL UNIT 

 

SYSTOLIC  24-BIT 

BIOMEDICAL 

SIGNAL 

PROCESSING 

              2013 BILRC[44] 

 

BILKENT UNIVERSITY, 

ANKARA, TURKEY 

ALU,MEMORY, 

MULTIPLIER 
2D-ARRAY  16-BIT 

MULTICHANNEL 

FIR 

FILTERS,VITERBI & 

TURBO DECODER 

    2014 FPCA[45] 
UNIVERSITY OF 

CALIFORNIA 

CEs, LMUs, ALUs,  

ON-CHIP BUFFERS,  

REGISTERS 

2D- MESH 32-BIT 

DSP,MEDICAL 

IMAGING, IMAGE 

PROCESSING 

    2017 

 
HyCUBE [46] 

NATIONAL 

UNIVERSITY 

 OF  SINGAPORE 

ALU,MEMORY, 

SWITCHES 
2D-MESH 32-BIT GENERAL PURPOSE 
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ALU: Arithmetic Logic Unit; CU: Control unit; CM: Configuration manager; CE: Computation Elements; 

CONFIG. LOGIC- Configurable logic; DMU: Data management unit; DPU: Data path unit; EXU: Execution 

unit; FFU: Flip flop unit; LMU: Local Memory Unit; MUX: Multiplexer; OP-REG: Operand registers; 

PROG.SWITCH- Programmable switch; RFILE-Register file; RDPU: Reconfigurable Data Path Unit; RFU: 

Register File Unit 

 

3. COARSE GRAIN RECONFIGURABLE ARCHITECTURES FOR DSP 

The paradigm shift happened in the IC design space is that it changed from a two 

dimensional problem of area and speed to a three dimensional problem of speed, power and 

complexity. Conventional processing architectures such as GPP, DSP, ASIC and even FPGA 

finds it difficult to satisfy the design constraint of high speed, low power performance to 

meet the requirements of highly complex algorithms for the current and future applications. 

But the industry needs processors to fill the gap among algorithmic complexity, VLSI 

technology and battery technology. Coarse grain computing paradigm which got a boost in 

the past two decades is one specific answer to the above defined problem. The CGRA 

addresses these constraints by limiting the design to domain specific applications. The larger 

chunk of applications addressed by CGRA for high performance is from the application 

domain of DSP [5, 19, 47-52]. The basic concept used in the design is that hardware adapts 

to algorithm instead of adapting the algorithm to the hardware.  

The DSP algorithms are characterized by the regular and repetitive structures present in 

them. These regular and repetitive computational parts of DSP algorithms that accounts for 

large fraction of the execution time and energy consumption are called DSP kernels. These 

kernels are suitable for spatially distributed computing with word level processing rather 

than the sequential computing at a bit oriented fashion. For example the DSP kernels of FIR 

filter contains a multiply-accumulate operation and the kernel of a Fast Fourier 

Transform (FFT) contains the FFT butterfly which are very much suitable for word oriented 

processing if suitable functional units are implemented for their processing at word level in a 

CGRA fabric. 

Algorithms belonging to the same algorithmic domain have similar kernels and operate 

on similar data structures. Therefore the same processing elements can be reconfigured 

without much control overhead for execution of different algorithms. A thorough 

understanding of the algorithm domain is important in the design of a power efficient 

reconfigurable architecture. Considering the application domain of DSP, there is an 

excessive demand for streaming communication and computation for wireless protocol 

processing and multimedia processing. Also, the understanding of the underlying VLSI 

technology plays a vital part in the design of low power systems. 

The dominant VLSI technology is the CMOS technology with the major component of 

energy consumption is dynamic power consumption. A first order approximation to dynamic 

power consumption in CMOS circuitry is given by the formula 

             
    

where Pd is the power in Watts,      is the effective switching capacitance in Farads, V is 

the supply voltage in Volts, α is the switching activity factor and f is the frequency of 

operation in Hertz. The above equation suggests that the power can be reduced by, reducing 

the capacitive load Ceff, reducing the supply voltage V, reducing the switching frequency f, 

or reducing the switching activity α. Since the technology already touched the 1V wall 

[53,54] and increase of frequency of operation also causes undesirable effects, some 

techniques should be exploited to reduce the switching activity and capacitance. Thus it is 

explored to see how the concept of locality of reference is exploited to reduce the 

capacitance and switching activity in order to achieve better power performance in low 

power systems. Locality of reference [19, 52, 55] is a major concept widely exploited to 
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reduce the power consumption. The switching activity factor α is also reduced by the locality 

of reference. 

Spatial locality of reference refers to the fact that once a specified location is referenced, 

there is often exists a chance to refer a nearby location in the near future. Accessing a large 

distant memory is less energy-efficient than accessing small and local memory. Energy 

efficiency can be substantially improved by exploiting the locality of reference principle. 

Due to the locality of reference principle communication within a tile dominates 

communication between tiles. The functional-level reconfiguration offers opportunities to 

improve energy efficiency of flexible architectures. Minimizing the reconfiguration data 

volume reduces the energy wastage. The coarse-grain paradigm of computation optimizes 

storage as well as computation resources from an energy point of view. Another important 

characteristic for data streaming applications is computing parallelism, which means the 

computational task has the potential to be distributed across multiple processing components. 

The temporal and spatial parallelism inherent in DSP algorithms can be exploited to extract 

better performance.  

In temporal parallelism, the pipeline technology is adopted at either the instruction level 

or at the task level, in which the instruction code or computing task is separated into multiple 

stages. Several instructions or tasks are overlapped in the same pipeline at different stages to 

improve system throughput. On the other hand, spatial parallelism distributes the data and 

tasks onto different computational nodes to process in parallel. In data streaming applications, 

data-level parallelism (DLP) can often be exploited since there are no data dependencies 

between different input data blocks. In this case, Single Instruction Multiple Data (SIMD) 

computational style is widely used to apply the same kernel functions to different data 

elements. 

Similarly, task-level parallelism (TLP) is usually exploited to execute different 

application threads in data streaming applications. In many cases, the computing task 

involved in stream processing can be decomposed into multiple stages. These stages can be 

overlapped into multiple computing resources to concurrently process different data sets 

through the pipeline. Given plentiful parallelism, it is a key requirement that the computing 

architecture design for data streaming applications should be able to efficiently exploit and 

map the parallelism onto available hardware resources. 

As mentioned earlier, the configurability of CGRA is due the reconfigurability of the 

functionality of the PEs according to context words stored in the configuration memory. 

Recently the CGRA developers focusing on configurability of the communication network in 

place of the configurability of the PE. In SYSCORE [43] a conceptual interconnect structure 

named Round About Interconnect (RAI) is introduced. The interconnect configuration 

registers associated with the RAI supports distant neighbor data transfer without the  cost of 

area and power of commonly used mesh network interconnect or a mesh variation structure.  

The HyCUBE [46] architecture goes even further with a reconfigurable interconnect to 

provide single cycle communication between distant neighbors. The reconfigurable 

interconnect network reduces the density of the interconnect network, hence reduces the 

power dissipation in the interconnect network. 

 

4. ENERGY EFFICIENT ARCHITECTURES FOR DSP 

The DSP algorithms are characterized by the regular and repetitive structures called kernels 

present in them. Since the algorithms belonging to the same algorithmic domain have similar 

kernels and operate on similar data structures, the same processing elements can be 

reconfigured without much control overhead for execution of different algorithms. By 

executing dominant kernels of a given domain of algorithms on optimized processing 

elements, significant energy savings with minimum of energy overhead is achieved.  This 
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section deals with important energy efficient domain specific low power CGRA processors 

intended for signal processing and multimedia applications. 

4.1 Montium Tile Processor [19, 51, 56] 

The Computer Architecture Design and Test for Embedded Systems (CADTES) group at the 

University of Twente designed the Montium tile processor and the processing core has been 

further developed by Recore Systems. This coarse grain architecture targets for 16-bit DSP 

applications. The Montium tile is characterized by its coarse-grained reconfigurability, high 

performance and low energy consumption. The Montium achieves flexibility through 

reconfigurability. The block diagram of a single Montium Processing Tile is shown in 

Fig. 4.1. The lower part contains the communication and configuration unit (CCU) and the 

upper part shows the reconfigurable tile processor (TP). The tile processor is the 

computational part which can be configured to implement a specific algorithm. It consists of 

five ALUs connected to 10 memory banks through a circuit switched network and these five 

processing parts together called the processing part array. A sequencer controls the operation 

of the processing part array. An array of configuration memory is provided for memory, 

register, ALU and interconnects. The sequencer with the help of respective decoders selects 

appropriate context words during execution of an algorithm. The CCU implements the 

interface for off-tile communication.  

 
Fig. 4.1.  Block Diagram of Montium Processing Tile [56] 

 

High performance is achieved by parallelism, because the Montium has several parallel 

processing elements. The principle of locality of reference is exploited to reduce the energy 

wastage. The memory hierarchy of Montium tiles allows different levels of local register, 

local memory, global memory and global register. The two layer decoding employed in the 

Montium tile design simplifies the instruction fetch part, which reduces energy consumption 

and cost. Montium is designed for DSP algorithms found extensively in mobile applications. 

Such algorithms are usually regular and have high computational density. 

It has also be noted that Thread-Level Parallelism is addressed by the multi-core 

approach as different tiles can run different tasks, Data-Level Parallelism (DLP) is achieved 

by the Montium processing tiles, which employ parallelism in the data path and Instruction-

Level Parallelism (ILP) is addressed by the Montium processing tiles as multiple data path 
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instructions can be executed concurrently. The architecture found to be highly flexible in 

mapping DSP kernels and energy efficient too. 

The main characteristics required for a CGRA to act as a DSP core are low power, high 

speed and flexibility. The architecture is found to be highly flexible in mapping DSP kernels. 

The energy performance characteristic of the MONTIUM is compared with the 

characteristics of other state-of-the-art reconfigurable architectures in [56]. The FFT 

algorithm is used to compare the energy consumption of a MONTIUM tile processor with an 

ASIC, a Xilinx Virtex-II Pro FPGA, a Silicon Hive Avispa and an ARM920T processor. The 

results presented in the paper shows that Montium processor provide an alternative for 

mobile devices for which energy-efficiency is an important factor. The Montium tile 

processor satisfies the requirements mentioned above for a DSP core and can be used as a 

single DSP accelerator core or clustered in a large reconfigurable subsystem.  

 

4.2 Dynamic Reconfigurable Resource Array (DRRA) [57, 58] 

DRRA is a heterogeneous coarse grain reconfigurable architecture capable of hosting 

multiple, complete Radio and multimedia applications. The design template was developed 

at KTH Royal institute of Technology, Sweden.  A fragment of DRRA fabric which consists 

of DRRA cells arranged in rows and columns fashion is illustrated in Fig. 4.2. The 

architecture relies on high bandwidth, distributed memory integrated in 3D within the logic 

tile. Any signal processing applications such as FIR, IIR, FFT etc., can be mapped efficiently 

in the DRRA fabric. The DRRA fabric is composed of morphable Data Path Units (mDPU) 

and Register Files (RFile) organized in a 4×N matrix. Bottom and top layers are of RFiles 

and the inner layers are of mDPUs. A sequencer, switch box, mDPU and RFile form the 

basic DRRA cell.  

 

 
Fig. 4.2.  Dynamically Reconfigurable Resource Array Fabric [57] 

 

Reconfigurability of mDPUs and the interconnect that combine the multiple mDPUs and 

RFiles is central to creating algorithmic building blocks. DRRA cells are connected together 

through interconnects using a sliding window 3-hop communication scheme. Every resource 

input is connected to every resource output within three-column range, making the 

boundaries of the architecture flexible enough to implement most of the algorithmic building 

blocks. Extended connectivity beyond three columns can be achieved by using intermediate 
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buffers and this seamless connectivity offers flexibility in creating on the fly partition to 

create new algorithmic building blocks as and when required. The DRRA architecture is 

characterized by the large pool of resources for computational, storage, and interconnects 

functionalities. The architecture relies on clustering these resources at run time to serve 

individual applications and once an application is over, it is reclaimed and reused for next 

application. 

DRRA being a fabric, the computation is distributed across the chip. Multiple threads, 

algorithms and applications are intended to run in parallel in the fabric. The Distributed 

Memory Architecture (DiMArch) found in DRRA is partitionable and the architecture is 

designed to keep the cost of partitioning and re-partitioning low both in terms of cycles and 

energy. The distributed nature of memory architecture and the concept of private execution 

environments enable a short distance between storage and computation, which in turn 

satisfies the locality of reference. 

The DRRA reduces the granularity mismatch at three levels. At the building block level, 

the DPU and the register file have been endowed with custom modes like MACs, butterflies, 

programmable burst address generation, bit-reverse addressing modes etc., to efficiently 

implement commonly occurring DSP operations in the signal processing algorithms. This 

coarse grain mode reduces the silicon and bit-width mismatches. The DRRA cell is the basic  

unit when composing a DRRA fabric, but its components - DPU, register file and sequencer - 

can be combined individually to create hierarchical FSMDs (FSMs + Data-paths) of arbitrary 

complexity; the combining happens in the DRRA interconnect fabric. This is the third level 

at which DRRA reduces the instruction granularity mismatch. DRRA’s interconnect scheme 

enables dynamic creation of an arbitrary wide VLIW, where each issue can be an arbitrary 

instruction. 

The power performance of DRRA is computed and compared with ASIC, FPGA in detail 

and presented in [57]. The performance is tested by simulating FIR, FFT and Sorting 

algorithms. The static and dynamic power analysis shows that the DRRA achieves 

performance comparable with that of an ASIC processor. For comparison, the dynamic 

power dissipated in the clock net is on an average over all the algorithms is 79.47X that of 

ASIC, but for an FPGA it is 255.57X. Similarly the dynamic power spend for computation is 

2.76X compared to 60.87X for FPGA compared to that of an ASIC. The DRRA consumes 

24.64X of the static power consumption of ASIC and FPGA consumes 403.19X that of an 

ASIC. The performance of DRRA is evaluated further by implementing a 1024 FFT. For a 

1024-point FFT, in terms of FFT operations per unit energy, DRRA-1 and DRRA-2 

outperforms all CGRAs by at least 2X and is worse than ASIC by 3.45X. The number of 

operations per second achievable by DRRA equals that of the ASIC. Also considering the 

good flexibility of DRRA, it possesses all the essential features of a DSP core for mobile 

platforms.  

 

4.3 SmartCell [40, 59,60] 

SmartCell is a coarse grain reconfigurable architecture designed for stream based 

applications. The block diagram of SmartCell architecture is shown in Fig.4.3. The 

architecture is made up of three main components: cell unit, reconfigurable interconnect 

fabric and data I/O.  
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Fig.4.3. Block Diagram of SmartCell Architecture [60] 

 

The reconfigurable cell units are the basic components in SmartCell. They are organized 

in a tiled structure. There are four identical PEs in each cell block. Multiple PEs can be 

chained together to implement more complex algorithms. A 4-stage pipeline structure is 

developed in each processor. The reconfigurable interconnect fabric are used for inter and 

intra cell communication. The data flow can be dynamically reconfigured for different 

applications. The deep pipeline and ILP at single PE and the TLP among multiple cells 

arranged in a tiled mesh are exploited to realize high computing capacity and energy 

efficiency. An instruction controller is provided to control the data-path and functionality of 

each PE. The number of PEs involved in an application task, function of each PE and the 

inner and inter cell connectivity are reconfigurable in real time. Also, the dynamic power 

consumption is significantly reduced by the use of gated clock technology to turn off the 

inactive PEs. The features of the smart cell [59] are listed below: 

(i) Coarse-grained granularity: SmartCell is designed to generate coarse-grained configurable 

system targeted for computation intensive applications. The processing elements operate on 

16-bit input signals and generate a 36-bit output signal, which avoids high overhead and 

ensures better performance compared with fine-grained architectures. 

(ii) Flexibility: Due to the rich communication resources, versatile computing styles can be 

easily mapped onto the Smart Cell architecture, including SIMD, MIMD, and 1D or 2D 

systolic array structures. This also expands the range of applications to be implemented.  

(iii) Dynamic reconfiguration: By loading new instruction codes into the configuration 

memory through the SPI structure, new operations can be executed on the desired PEs 

without any interruption with others. The number of PEs involved in the application is also 

adjustable for different system requirements. 

(iv) Fault tolerance: In the Smart Cell system, defective cells, caused by manufacturing fault 

or malfunctioned circuits, can be easily turned off and isolated from the functional ones. 

(v) Deep pipeline and parallelism: Two levels of pipeline are achieved—the Instruction 

Level pipeline in a single processor element and the task level pipeline among multiple cells. 

The data parallelism can also be explored to concurrently execute multiple data streams, 

which in combine ensures a high computing capacity. 
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(vi) Hardware Virtualization: Distributed context memories are used to store the 

configuration signals for each PE. The cycle-by-cycle instruction execution supports 

hardware virtualization that is able to map large applications onto limited computing 

resources. 

(vii) SmartCell provides explicit synchronization that eases the exploration of computing 

parallelisms. 

(viii) Unique system topology: The cell units are tiled in a 2D mesh structure with four PEs 

inside each cell. This topology was designed to meet different computational requirements. 

With the help of the hierarchical on-chip connections, the SmartCell architecture can be 

dynamically reconfigured to perform in variant operational styles. 

It is experimentally shown that the SmartCell offers significant improvement in energy 

and speed performance [60] compared to FPGA, DSP and MorphoSys CGRA. The Smart 

Cell is found to be 1.5 times faster compared to Xilinx’s Virtex II Pro XC2VP20 FPGA in 

executing an FFT block. It is found to be 3.6 times energy efficient than the FPGA. A 

comparison with DSP for the same experimental setup shows that SmartCell is about 20.8 

times faster and about 28.9 time more energy efficient than TMS320C6713. The SmartCell 

satisfies the basic requirement of low power, high speed, and flexibility required for portable 

DSP processors and hence a good substitute as a DSP core. 

 

4.4 Fully Pipelined Composable Architecture (FPCA) [45] 

The architecture of FPCA is also that of a 2D-mesh with neighbor-to-neighbor(N2N) 

connectivity. Each tile is a cluster of PEs. The architecture of the PE cluster is shown in 

Fig.4.4. The cluster is a set of heterogeneous PEs including computation elements(CEs), 

Local Memory Units(LMUs) and register chain to act as onchip buffers and registers 

respectively. The architecture may be considered as a two level architecture where 

processing elements are first connected by a permutation matrix with high connectivity 

within a cluster and then by a global N2N network for more scalable connectivity. 

 
Fig.4.4. Internal structure of a processing element (PE) cluster [45] 

 

Mostly, a single application fit into a single processing element cluster and this alleviates 

the challenges of routability and dynamic composition. A small part of the resources is used 

for a single application and hence the unused resources can shared for other applications. 

Multiple copies of a single application can also be mapped to the unused resources. This 

process is called dynamic composition which will improve the overall throughput. A runtime 

scheduler is used to map the idle resources as mentioned to the incoming applications. The 

challenge of complex routing in dynamic composition is overcome by the programmable 
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interconnects provided with the FPCA architecture. The processing element cluster approach 

introduces heterogeneity which support memory, arithmetic and logic operations altogether 

in a tile. This enables one to offload execution control to the PE cluster and hence aggressive 

pipelining made possible based on a modulo scheduling scheme. The full pipelining and 

dynamic composition of the architecture improve the energy and speed performance of the 

device.  

It is observed that FPCA prototype achieve 1.5-3.4X speedup compared to the Dual-Core 

ARM. Also shown that a 2X improvement in speed performance is achieved by duplication 

based on dynamic composition. Experiments show that FPCA architecture can achieve 

a >50X energy savings compared to ARM processor. 

 

4.5 HyCUBE [46] 

HyCUBE architecture follows the 2D-mesh topology as shown in Fig.4.5. The functional 

units (FUs) are connected in a 2D-mesh structure.  The architecture comprises of two types 

of tiles. Tiles of the first type are connected to the data memory and capable of performing 

memory operations. Tiles of the second type compute only tiles and both have an ALU, a 

configuration memory and cross bar switch. An additional load-store unit is present in the 

memory tile enable them to interface with data memory. 

 
 

Fig.4.5. A 4 × 4 HyCUBE CGRA [46] 

 

By introducing a reconfigurable interconnect HyCUBE provides 1-cycle communication 

between distant tiles. The main circuit element in the programmable interconnect is the 

crossbar switch that is driven by a clockless repeater. The repeaters can be configured to 

bypass data to successive hops asynchronously or  to receive data. Since data can be passed 

to distant tiles by bypassing the entry of data into the in between tiles, 1-cycle 

communication can be realized between tiles that are not nearest neighbors. The HyCUBE 

has a compiler controlled NOC and hence there is no routing and flow control logic. The 

input and output ports has only single registers and facilitates multihop multicast path 

between tiles scheduled completely at compile time.  

Given the reconfigurable single-cycle multi-hop interconnect, HyCUBE scales very well 

for 4×4 CGRA and offers 3X performance and 4X performance-per-watt compared to ARM. 

The experimental results also show that average power efficiency of HyCUBE is 1.5X and 

3X compared to a CGRA with standard NoC and a N2N CGRA, respectively. The 

experiments gives a demonstration of the improvements made with regard to the interconnect 

of the HyCUBE enables it to improve the energy performance. 

Unlike the other processors discussed HyCube is not a dedicated DSP CGRA 

architecture. But the idea of reconfigurable interconnect and reduction of total hardware cost 

due to interconnects are also seems to be welcome features for the design of future CGRAs 

for improving power performance as demonstrated by the HyCUBE architecture. 
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5. CONCLUSIONS 

In the post Dennard scaling era, the supply voltage scaling is limited by exponential increase 

in leakage current and it touched the 1V wall. The computer architecture designers are thus 

exploring alternatives to circumvent the limitations imposed by the VLSI technology. The 

speed and power performance can be improved by exploiting the inherent word level 

parallelism of DSP algorithms to design suitable parallel computer architectures matching 

with the structure and granularity of the algorithms. Another concept well exploited in the 

design of low power DSP system is the judicious use of locality of reference by providing 

distributed memory. The flexibility of CGRA were restricted by limiting the applications to a 

specific domain and suitable control mechanism are provided to turn off unutilized hardware 

in run-time to get better energy efficiency. Also heterogeneous architectures ensures better 

granularity matching which can be exploited for realizing low operational frequencies which 

is directly proportional to the power dissipated. The study reveals that coarse grained 

reconfigurable heterogeneous architecture with distributed memory is the future solution for 

the electronic industry to assure speed, power and cost performance. Recent research shows 

that reconfigurable interconnect networks reduces the density of the interconnect network, 

and hence reduces the power dissipation in the interconnect network. A clever design choice 

of reconfigurable processing elements and interconnects may result in delivering ASIC like 

energy and speed performance by CGRAs especially in the application domain of signal 

processing. 
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