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Abstract

An increasing number of CCTV have been deployed in public and crime-prone
areas as demand for automatic monitoring system is increasing to counterbal-
ance the limitation of human monitoring. To have a good monitoring system in
such places, a good background model is needed in order to reduce amount of
the video processing needed for tracking, classification, counting and etc. This
paper proposes an adaptive background modeling that is able to model a scene
under review at real-time. The proposed modeling system is also expected to be
able to handle dynamic backgrounds and common problems in detection meth-
ods. A novel patch-based background reconstruction based on highest frequency
of occurrences assumption and past pixel observation is proposed. Contrast ad-
justing method is used to reduce the problem of incorrectly classified foreground
which is shadow problem. The proposed algorithm is focused to be tested and
analytically compared with the dynamic background at the indoor and outdoor
environment. The main challenges of background subtraction such as illumina-
tion changes, geometrical changes, stationary moving object problem and high
speed object problem are taken care of and extensively discussed in this paper.
The experimental results show that the algorithm is able to reconstruct a back-
ground model and produce accurate and precise foreground that can be used for
other processing stages.
KeywordsAdaptive background modeling; Background subtraction; Surveillance;
Foreground segmentation; Dynamic background.

1 Introduction

There are two basic elements in video analysis that need to be identified, which
are background and foreground region. The background which is also known as
the reference frame usually consists of non-interested objects, either static or dy-
namic. Foreground image on the other hand, is the objects of interest that need
to be identified, detected or further analyzed. The shape of a foreground region
unnecessarily be a rectangle. It can be arbitrary in shape and the background
is in the complementary shape of the foreground region. The most common
technique used by many researchers in handling this problem is by using back-
ground subtraction[1,2]. There is a lot of study in background subtraction, but
the problem is still yet to be properly solved. The problem of ghost, stationary
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moving object and repetitive movement of complex background scenes have been
attempted to be solved, however, the result is still unsatisfactory. In the early
days, many researches have focused on improving the general background sub-
traction process such as temporal differencing, double temporal differencing and
many more. The recent trend shows that researchers tend to work on the specific
stage in the background subtraction algorithm, which is background modeling
and background reconstruction. The reconstruction of the background model is
essential in order to correctly identify the foreground. A good background model
will benefit the analysis of the foreground and produce accurate and effective
background subtraction. The simplest method is setting the image without any
moving object as the background[3]. However, this assumption is too idealistic,
and not possible to solve many problems especially in outdoor environments, such
as on a crowded street with vehicles and pedestrians or an outdoor environment
like in a street will experience various levels of illumination at different times of
the day[4]. Plus, outdoor environment has a tendency of experiencing adverse
weather condition like fog, rain or strong wind that could modify the reference
image[5]. In these cases, the background must be adaptively refreshed and up-
dated. Therefore, in this paper, an adaptive background modeling technique is
presented. There are five sections in this paper. In section two, previous works
related to the research are described. Meanwhile, in section three, the proposed
algorithm is presented and discussed extensively. In section four, the experi-
mental results at various scenes are presented with qualitative and quantitative
results from various situations are illustrated. Finally, the conclusion is drawn in
section five.

2 Related Works

Recently, a lot of works are concentrating on adaptive background reconstruction[6-
9]. Several notable methods were introduced including temporal smoothing, pixel
intensity classification, running Gaussian average, Gaussian mixture model, hid-
den Markov model and kernel density estimation.

Gaussian mixture model (GMM) is a common method used by researchers in
the foreground detection. The main idea of the Gaussian mixture model is by
having N number of Gaussian distribution function, in order to reconstruct the
background pixel. The implementation of GMM has been proposed as the adap-
tive background reconstruction technique, especially in surveillance system since
late 1990s by Stauffer et al.[10]. As it is still in the early stage, a lot of unwanted
small blobs are scattered all over the frame and the main blobs aren’t complete-
ly detected as foreground. Since then, many of the researchers have continued
to improve the proposed algorithm[11-13]. Mukherjee et al. have incorporated
the Horpreset colour model in order to make the algorithm to be able to detect
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shadows[11]. Mukherjee et al. work focuses more on the shadow handling, the
experimental results show that the algorithm is tested for a non-complex indoor
scene with one foreground handling. Literature[12,13] managed to reconstruct
the background with shadow consideration better with a more complex scene
than Mukherjee et al.’s work. They use the train station dataset in order to have
multiple object handling. They have implemented the use of window-based deci-
sion rules for the shadow and the background model is reconstructed by GMM.
To sum up, many implementations of GMM are focusing on the indoor scene for
the surveillance system.

Elgammal et al. claimed that GMM is ideal for indoor scenes only[14]. Thus,
they introduced the use of kernel density estimation (KDE) for background re-
construction. In KDE method, the background and foreground pixel are model of
probability density function (pdf) and the pdf is estimated by a kernel function
or also known as window function. However, the major drawback of this method
is the expensive computational cost. Later Gao et al. improved the method by
introducing the Marr wavelet equation in estimating the pdf[5]. Marr wavelet is a
second derivative of the Gaussian smooth function. They combine the Gaussian
and Kernel method together. However, from the experimental results, the back-
ground model is not reconstructed correctly as some of the background pixels
are counted as a target; thus in some cases, the target is not detected correctly.
Lee et al. managed to reduce the need of storage[15]. They initialized the first
frame and update it at every frame by setting the learning rate. For dynamic
background cases, they used threshold method. The first frame was set as the
background model and later, updated by learning method. This method is only
ideal for the video sequence at has no target or foreground the beginning of the
video sequence. For the crowd and complex scene, it is quite impossible to get
such video sequence.

The other method that commonly used by researchers in reconstructing the
background is temporal smoothing[16]. The main idea of temporal smoothing is
combining the stored image with the new image on pixel-based. Pixels on the
smoothed image will be replaced by a part from previous value combined with
a new value from new image at the same position. Ridder et al.[17] have im-
proved the method by modeling each pixel with Kalman Filter. They managed
to make the system more robust to cope with the illumination changes, however,
the algorithm update the background slowly. Later, in recent year, Hung et al.
improved the method by combining with the median filtering[6]. By doing so,
they managed to reduce the computing frequency of median operations. Howev-
er, they focus on the computational performances of the algorithm with no real
life situation is considered in their experiment. Motivated by [6], Asif et al. use
the temporal smoothing and median filtering for modeling the background[7]. As
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their research focus more on the human gait, the background and foreground are
non-complex. Based on their experimental result, the temporal smoothing seems
to be ideal for the non-complex scene. Thus, the implementation of temporal
smoothing algorithm is ideal for surveillance system that involves non-complex
scene (indoor surveillance).

In early of 2000s, Hou et al. have introduced the pixel intensity classification
(PIC) method as the background reconstruction technique[18]. In this approach,
at every frame, the difference of pixel intensity is calculated. Then, the clas-
sification is made based on the calculated difference. The background model is
assumed to be the highest frequency in the intensity value. The simulation results
of Hou et al. Literature[18] used the outdoor dataset with parking lot environ-
ment. The works on the same method is continued by Xiao et al. in 2006 and
2008[2,8]. Xiao et al. managed to handle more adverse weather by adapting the
raining situation, however, their experimental results shown that the adaption
of the algorithm to the rain is still at the early stage. Next, Cao et al. have
employed the improved version of PIC in reconstructing the background mod-
el for light flow traffic movement video sequence[19]. They managed to compare
their experimental results with GMM and Time averaging algorithm. The results
however are only ideal for slow moving to medium moving foreground detection.
Some of the foreground in high speed foreground is not detected and small blobs
appeared as a result from the ghost problem also known as the blending of high
speed object movement in the video sequence.

After analyzing these methods, several assumptions were made. In non crowd-
ed scenes, the background pixel would be the maximum frequency in the image
sequence. For crowded condition, most of the pixels in the image frame are
expected to be modified. From the assumptions, we developed a background re-
construction algorithm based on pixel intensity classification and mode filtering.
However, the difference in the inter-frame pixel intensity value is not calculated
in the first step, the mode filtering is done first in order to model the background.

3 Methodology

In order to produce a good background model, several techniques are deployed
through several stages with pre-determined assumptions. Fig.1 shows the overall
process of proposed background modeling algorithm. An elaborated discussions
on the proposed algorithm is presented in this section.

3.1 Pre-processing

The video will be converted into uniform size of image sequences. Next, the image
sequence will be gray-scaled and undergone median filtering process in order to
get rid of noises, especially from the camera pixel noise and impulse noise.



58 N.A. Zainuddin etal: Adaptive Background Modeling for Dynamics Background

Fig. 1 Process of proposed background modeling algorithm

3.2 Background Model

In order to model the background, an assumption of background-foreground pix-
els needs to be made. Thus, based on the assumption that the background pixel is
the most frequent appeared in the entire video sequences, the proposed algorithm
is as follows:

Step 1 : Calculate the mean of each patch

Let f1, f2, f3, · · · , fn represent the frames from the same video sequence. First,
each of the frames must be segmented into m × n patches, where m and n can
be the same number. Assume N patches are obtained, where we let patches be
marked as p1, p2, p3, · · · , pN . Experiments are conducted to find the optimum
size of the patches. The result of the experiments shows that the size of the
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patches is not as sensitive as the sampling frame value. It does affect the result,
but in small percentage error. Then, at each frame,f1, f2, f3, · · · , fn the intensity
value of pixel (x,y) in the area of specified patch, pi are marked as i1, i2, i3, . . . , in,
where i = 1, 2, 3, . . . , n and total number of pixels in one patch can be written as:

q = m× n (1)

Then, mean mp,f at each frame for the specified patch is calculated as in the
formula below:

mp,f =

∑q
j=1 ij(x, y)

q
(2)

Step 2 : Calculate the preliminary mode

In order to calculate the mode, the calculated mean is grouped into matrices
called mean matrixp,f according to the specified sampling time. Assume that
the sampling time is denoted as T . Thus, the preliminary mode at that time
interval for patch 1 is:

nmodepre = max(m1,1,m1,2, · · · ,m1,T−1) (3)

This formula is repetitively used for all other patches.

Step 3 : Check the preliminary mode

There are two possibilities of the mean matrices. First, there is repetitive mean
value and the second one is there is no repetitive mean value. For the former case,
there is no issue as it will follow equation 3 correctly. However, for the latter case,
the result of the mode is not correctly calculated. The mode algorithm will set the
minimum mean value as mode if there is all frequencies of the matrix elements
are 1. To avoid this, the checking algorithm is set. Assume that the result is
the final mode and marked as,nmodefinal and a threshold value, ε is introduced.
Meanwhile, subp,f matrices are introduced to store the result of subtraction. If the
number of zero in the subp,f matrix equal to or greater than a threshold number,
ε, the final mode, nmodefinal is set to the calculated preliminary mode, nmodepre

indicating there is repetitive mean value in the mean matrixp,f . Likewise, if the
number of zero in the subp,f matrix less than a threshold number, ε, the final
mode, nmodefinal is set to the previous frame values, as there is repetitive mean
value in the mean matrixp,f .

subp,f = |mean matrixp,f − nmodeprep,f | (4)

nmodefinalp,f =

{
nmodeprep,f n(sub) = 0 ≥ ε

nmodeprep,f−1
n(sub) = 0 < ε

(5)
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Step 4 : Construction of background model and adaptive update

To build the background model, the calculated final mode values are utilized.
It is important to note that, in the earlier stage, we have built storage to store
the patches in RGB image form matrices. Thus, the final stage to build the
background model is by pointing the right RGB image of patch to the right
patch according to the final mode value.

3.3 Background Subtraction and Binarization

In binarization process, the images will be transformed into black and white im-
ages. The binarization algorithm used in this research is motivated by global-used
binarization method, Otsus method, in which threshold algorithm is deployed.
This method is computationally inexpensive thus ideal for real time applications.
In this method, we need to set for an initial threshold, Ti. We estimate average of
the minimum and maximum pixel value of the image, Ti, where mathematically
it is calculated as:

Ti =
max(i) +min(i)

2
(6)

Then, the whole pixels are segmented based on the Ti value. For the intensity
values that greater than or equal to the Ti value, it is grouped into G1. Otherwise,
the intensity values will be grouped to G2 and the average intensity values of
each group are calculated and noted as ave1 and ave2 respectively, as shown in
equation 7,8,9 and 10 respectively.

Group =

{
G1 ij ≥ Ti

G2 ij < Ti

(7)

ave1 =

∑
iG1

n(iG1)
(8)

ave2 =

∑
iG2

n(iG2)
(9)

Based on the ave1 and ave2 value, new threshold value is computed:

Tfinal =
ave1 + ave2

2
(10)

3.4 Shadow Removal

Shadow is the incorrectly classified foreground pixels that need to be eliminated.
Foreground mask without shadow removal will adversely affect further processing
by providing the false information such as inaccurate blob size, centroid and etc.
Thus, the efficiency of the method will be affected. There are many proposed
algorithms for shadow removal, however, as we already have a good background



Advances in Systems Science and Application (2016) Vol.16 No.2 61

model based on the proposed algorithm, we just need a simple shadow removal.
Thus, the selection of algorithms of the shadow removing is focused on the compu-
tational aspects. One of the simplest methods for shadow removal is by adjusting
the contrast. To simplify that we just adjust the luminance value of the pixel
by multiplying the current luminance value, ycurrent with a predefined contrast
factor, C. Thus, the new luminance value is:

Ynew(x, y) = ycurrent(x, y)× C (11)

3.5 Morphological

In order to filter the small unwanted pixel in the binary images of the foreground
mask, the operation of mathematical morphological is used. There four are ba-
sic morphological operations, which are erosion, dilation, opening and closing.
In this research, we used the closing morphological operator to close the gap
of highly-deformed of interested object shape. Closing morphological operator
mathematical definition is basically the morphological dilation followed by ero-
sion operation. Thus, the equations are:

H • I = (H ⊕ I)⊖H (12)

where I is the binary image of the foreground and H is the structuring element.
Holes in the foreground those are smaller than H will be filled. Thus, it will reduce
the deformation on interested shapes.

4 Experimental Results

In this section, evaluation of the methodology is presented in order to compare
the proposed algorithm with several existing methods. Both qualitative and
quantitative perspectives are discussed. In order to prove the robustness of the
proposed algorithm, several video sequences with various scenes are tested in
which including the complex dynamic background at the indoor and outdoor
environment.

4.1 Comparison Methods

Several works on background modeling and object detection techniques are chosen
to be compared in terms of performance with our proposed method. The methods
are stochastic approximation[20], Bayesian learning-based[21], adaptive Gaussian
mixture model[22], Gaussian mixture model[23], and Pfinder[24]. All the methods
are tested using Matlab software and performed on Windows 7 on Intel r coreTM

i3-2330M CPU 2.2GHz processor.

4.2 Performance Measurements

To quantitatively evaluate the performance, well-known parameters in gold stan-
dard test measurements[25,26] are used. In this method, there are four important
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parameters that need to be defined which are true positive (TP), true negative
(TN), false positive (FP) and false negative (FN). In this research, the true pos-
itive is defined as the number of pixels that correctly identified as foreground,
conversely false positive is number of background pixels that incorrectly identi-
fied as foreground. Meanwhile, true negative is defined as the number of pixels
that correctly identified as background. On the contrary, false negative refers to
number of foreground pixels that incorrectly identified as background[27]. From
these four parameters, the performance measures are defined as follows:

Recall(TPR) =
TP

TP + FN
(13)

Precision(PPV ) =
TP

TP + FP
(14)

Accuracy(ACC) =
TP + TN

TP + TN + FP + FN
(15)

F1score =
2TP

2TP + FP + FN
(16)

Specificity(TNR) =
TP

TP + FN
(17)

Negativepredictivevalue(NPV ) =
TN

TN + FN
(18)

FallOut(FPR) =
FP

TN + FP
(19)

Falsenegativerate(FNR) = 1− TPR (20)

FalseDiscoveryRate = 1− PPV (21)

4.3 Results

Fig.2 shows the results of the studied methods with our proposed methods in
MovingCurtain, WaveBeach, CampusRoad and Fountain video sequences1. Each
row shows the foreground mask generated by the corresponding methods for each
video sequence respectively. Row 2, row 4, row 6 and row 8 of Fig.2 show the
overlapping results of the foreground generated after background subtraction and
ground truth. The overlapping results are used to quantitatively measure the
performances of each method. The true positive (TP), true negative (TN), false
positive (FP) and false negative (FN) are defined based on the overlapped pixel
colours. True positive denoted by white pixels and black pixels are true negative.
Meanwhile, magenta pixels are for false positive and green pixels indicate false
negative. On the other hand, the first column shows the selected frames from
the respective video sequences and the second column shows the ground truth



Advances in Systems Science and Application (2016) Vol.16 No.2 63

information of that frame. The other columns are the foreground mask results
from the studied methods and our proposed results.

Fig. 2 Experimental results on complex scenes of dynamic background
Frame number for MovingCurtain, WaveBeach, CampusRoad and Fountain are
2774,1499, 2348 and 1196 respectively

From Fig.2, we can deduce that in the high variability scenes like MovingCur-
tain and video sequences, all algorithms handle the continuous moving curtain
quite well, except for Pfinder[24] as several of the moving curtain pixels are false-
ly detected as foreground and shadow suppression also failed to be handled by
Pfinder[24] and Uniform-Gaussian[20] that causing the additional white pixel for-
mation at the bottom of human foreground for both foreground masks. In the
WaveBeach video sequences, the variability of the background scene increases as
the wave at the beach are continuously moving at a higher frequency than the
moving curtain, plus as it is in an outdoor environment, the illumination con-
dition is tested with the addition of stationary moving object condition. This
is because the foreground (human) in this sequence stays for quite a long time
before moving, thus, the moving object (human) tends to be falsely classified as
background. In this video sequence, we can see that most of the algorithms could
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not handle the continuously moving wave as several pixels are falsely classified as
foreground except for our proposed algorithm and uniform-Gaussian[20] that able
to give a clean foreground mask. For the stationary moving object cases, most
of the algorithms lost the information of bottom part of the human (foreground)
however, the upper part of the foreground are perfectly detected.

In the CampusRoad video sequences, the problem of similar pixel colours and
intense noise are evaluated. Out of five methods, two methods are able to sepa-
rate the noise from the negative effect of the waving trees which are our proposed
algorithm and the Bayesian[21] method. As the dark-coloured car is quite sim-
ilar to the colour pixels of background, the shape of the car in the foreground
mask is deformed except for our proposed algorithm and uniform-Gaussian[20].
Meanwhile, in the Fountain video sequences where the dynamic background (run-
ning water from the fountain) is more than 70 percent of the frame size and the
pedestrian keep moving in the entire video sequences requires the algorithm to
be able to update the background model in a short time. The problem of ’ghost’
detection or slow update can be detected in Bayesian approach foreground mask
as the foreground mask tend to be bigger in size than the actual size. Meanwhile,
the repetitive movements from the fountain fail to adapt by adaptive Gaussian
mixture model (AGMM), GMM and Pfinder.

To quantitatively measure the performance of the studied methods and pro-
posed method,the performance measurements discussed in Section 4.2 are used
and tabulated in Table 1, 2, 3 and 4 for each of the test sequences. Meanwhile,
Table 5 summarizes the results by averaging the result from table 1, 2, 3, and
4. In each table, the best performance is highlighted in bold. To sum up, in
the CampusRoad test sequences, we can see that our proposed algorithm out-
performs all other methods by having high value in all measurement parameters.
In MovingCurtain test sequences, Bayesian learning-based is the best in term of
accuracy, however, the difference is only by 0.0028 compared with our proposed
method. In addition, in this test sequence, our proposed method has the high-
est precision value and harmonic mean of precision-recall, F1 scores which make
our proposed algorithm surpassed the Bayesian method holistically. Meanwhile,
in WaveBeach test sequences, uniform-Gaussian[20], performs in most measure-
ment parameters compared with the rest of the studied methods, however, our
proposed algorithm still performs the best in term of precision and only have a
small difference in term of accuracy. In Fountain test sequences, our proposed
algorithm scores five best values out of nine test parameters and the highest
precision value that is very huge difference compared to other methods.

Based on Table 5, we can summarize that our proposed method is the best in
term of accuracy, precision and recall. The consistent high precision value of our
proposed algorithm is outstanding and make the algorithm as a reliable detection
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method.

5 Conclusion

This research presented a novel real time based background modeling technique
for the scene with varied dynamic background. The proposed algorithm are
tested in four complex scenes and compared with five recent algorithm studied.
Experimental results show that our proposed algorithm is able to give a consis-
tent, accurate and precise detection results. The common problems in detection
method are also successfully handled.
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