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Abstract: The mechanical section of the telemetry data from the scientific satellite
“Lomonosov”, (such as yaw, pitch, and roll angles of the spacecraft’s main axes, along with its
programmed and measured velocities) is pre-processed (alignment, reflection, and binarization)
and used for anomaly behavior propagation. The main goal of this study is to estimate possible
abnormal behavior of the system in the future and to help to restore normal behavior during a
limited communication session with a spacecraft. The system model uses a recurrent architecture
approach, namely tracing methodology, considering time shifts in the target data sequence. A deep
learning strategy is used to model the abnormal behavior using the onboard collected mechanical
information as inputs. The results are compared with the onboard anomaly detection system
(ARO) data. The reproduction of the obtained information shows better performance compared to
traditional estimation techniques, using binary cross-entropy and receiver operating characteristic
curve (ROCAUC) as comparison criterion. Future model modifications, which can improve its
quality, are discussed at end of the study.

Keywords: trajectory tracing, anomaly propagation, telemetry analysis, recurrent model,
time-distributed

1. INTRODUCTION

Telemetry data from the scientific satellite “Lomonosov” could have anomaly behavior,
which must be caught during a limited communication session with a spacecraft or
propagated based on the previous values of the estimated data, i.e., the preliminary session.
Space companies have onboard systems for catching anomalies in data. Still, unfortunately,
they are far from ideal and often provide information about a critical anomaly in data after
the fact, so it is crucial to develop anomaly propagation systems based on the current data,
considering the dynamic capture of the satellite motion.

The problem of restoring dynamic dependencies in the various data types is significant
and widely studied in artificial intelligence and data analysis. For example, a recent
paper (Tuturov, Andrianova, Sleptsov, Yurkevich, & Kryukova, 2022) has already described
an approach to identifying and predicting anomalies, based on the previous experience of
the system, using differential neural networks (Poznyak, Oria, & Poznyak, 2019), whose
workability is strictly proven by stability theory methods. There also exists a scope of
techniques to detect anomalies (Zeng, Jin, Xu, Chen, & Zhang, 2022; Luo & Nagarajan,
2018), that aims to get deviant behavior from a system dynamics. The first approach
uses parametric causality, and Double-Criteria Drift Streaming Peaks Over Threshold
(DCDSPOT) (Chen, Lu, Fang, et al., 2014) in a space satellite system. In contrast, the second
approach employs an autoencoder architecture in a Wireless Sensor Networks (WSN) (DDos
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attacs) (Nishio et al., 2022). Another approach uses a CNN-based technique to detect the
anomalies of Zero-Day Attacks (Hairab, Elsayed, Jurcut, & Azer, 2022).

This paper aims to propagate deviant or abnormal behavior, which means that the device
operates under disturbed conditions or has a defect in the control or mechanical systems. The
cases of abnormal system functioning can be described as sophisticated linked moments that
can be detected in telemetry data, and the nature of which can be tracked in some patterns
of event sequence. In contrast to the papers mentioned above, the main goal is to detect
anomalies in the data. This paper intends to propagate target anomaly events, i.e., to estimate
the eventual presence of anomaly behavior for future moments.

The main contributions of this study are:

1. Tracing methodology is implemented to propagate anomaly behavior in telemetry data;

2. The developed architecture considers time shifts in target data sequence in the same
manner as the onboard anomaly detection system;

3. Propagation results of the new technique show better characteristics than the onboard
system.

The rest of the paper is organized as follows. In Section 2, telemetry data is described, and
the main problem is stated. Section 3 deals with the preprocessing of the measured data. In
Section 4, model design, including model structure and training and validation processes, is
presented. Simulation results are available in Section 5. Section 6 contains some concluding
remarks and ideas for future work.

2. TELEMETRY DATA DESCRIPTION AND PROBLEM STATEMENT

2.1. System under consideration

The system under study is given by telemetry data from the scientific satellite
“Lomonosov”. From a variety of different technical data. The Spacecraft Orientation and
Stabilization (SOS) system has been selected because the functional stability (Korolev, 2018)
of the entire spacecraft directly depends on the operation of this system. It can be helpful
for anomalies and emergency detection, localization, and further prediction after designing a
mathematical model of the considered processes.

The onboard software’s existing Automatic RecOnfiguration (ARO) mechanism can be
considered a baseline for anomaly detection. To imagine the type of data ARO mechanism
provides (see Fig. 2.1), This figure shows three triggers of the anomaly detection system in
160 seconds. In ARO indicator, weight values, expertly assigned to each functional element
of all spacecraft systems, are summed up. When the value of the ARO indicator leads to faults
in the operation of the spacecraft elements and it falls below the expert-defined value, then
the procedure for changing the orientation mode of the spacecraft is automatically started.
This procedure aims at stabilizing the spacecraft operation.

The following mechanical data, provided by SOS system, are chosen to form the state
vector z for further processing and model design:

3

where o € R? stands for the main spacecraft axes angles (yaw, pitch, and roll); v € R* and
¥ € R* are the vectors of the measured and programmed angular velocities of the four wheels,
respectively. For example, Fig. 2.2 depicts the dynamics of the roll angle within 160 seconds,
while Fig. 2.3 shows the programmed angular velocity of the first wheel.

Some problems happened due to the specifics of data reading from sensors, processing,
and writing in log files. The troubles contain time shifts and data absents. For example, in this
telemetry report, the most extended shift is approximately 1.875 seconds (15 system beat).
One system beat is 0.125 seconds.
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Fig. 2.1. ARO data
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Fig. 2.3. Programmed angular velocity of the first wheel
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2.2. Problem statement

The main problem is to propagate anomalies in telemetry data and make anomaly
detection better than the existing ARO response. In the presented system, the state vector
has nonlinear nature. So, the tracer architecture, which can catch sophisticated connections
between vector elements and time dependence due to its recurrent nature (Piech et al., 2015),
can be successfully used for model design.

Another problem that needs to be solved in this study is to convert raw telemetry data to
a binarized form (where “1” stands for an anomalous value of the element, and “0” indicates
the absence of the anomaly at the current time) of each state vector element using statistical
methods, such as LOWESS aligner, anomaly detector in the form of quantile barrier (Zeng et
al., 2022).

3. PREPROCESSING

In statistics, the term LOWESS refers to “LOcally WEighted Scatterplot Smoothing”.
As one of the standard approaches to produce a smooth curve that fits the data points in a
scatterplot, this method is applied to the raw telemetry data. The results of its operation for
the programmed angular velocity of the first wheel are shown in Fig. 3.4.
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Fig. 3.4. LOWESS algorithm applied to the programmed angular velocity of the first wheel

Further, negative values are reflected in the positive area, as the module of LOWESS
stands for the barrier of the quantile barrier function

qBar (|[LOWESS(x)|)

where
1 ifQ,(0.95) < z,
qBar(2) = {0 if Q,(0.95) > z,

and (), is the quantile by sampling the state vector.

Fig. 3.5 demonstrates data processing results, namely alignment, reflection, and
binarization for the programmed angular velocity of the first wheel data. The binarized plot
has 100 values by ordinate axis for the reasons of clarity. The binarized data for each element
of the state vector is recorded with the sequence of labels from 0 to 10 (the spacecraft main
axes angles, measured and programmed angular velocities of the wheels). In this form, the
dataset is used for further network training.
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Fig. 3.5. LOWESS algorithm applied to the programmed angular velocity of the first wheel

4. MODEL DESIGN

The recurrent architecture approach has already been used for propagation sequence
behavior (Piech et al., 2015). In this work, a similar methodology, namely tracing, is applied.
The sequence of events has information about sophisticated linked moments, which are
causes of abnormal behavior.

4.1. Model structure
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Fig. 4.6. Model architecture

Fig. 4.6 depicts the first part of information coded on the embedding layer (Khrulkov,
Hrinchuk, Mirvakhabova, & Oseledets, 2019). The approach helps to represent data in the
new form and catch knowledge of relation from parts of the sequence. The second one is
the recurrent neural network (RNN)-based layer considering a Long-Short Term Memory
(LSTM) implementation. The layer can remember information and gather it through all query
items. This approach helps to get specific dependencies between events or even a chain
of events. After getting a response from the layer, we need to make a solution about the
nature of the sequence by compressing the sparse answer space. The third part is a fully
connected layer, which compresses the LSTM response and helps predict the sequence’s
nature by items. By the way, we make a propagation about the next step of the sequence
with analysis from different sources (telemetry from each sensor). The learning strategy is

Copyright © 2023 ASSA. Adv Syst Sci Appl (2023)



32 I. NACHEVSKY, O. ANDRIANOVA, I. CHAIREZ

based on the optimization by Adam method (Kingma & Ba, 2017) through back-propagation
through-time mechanism (Rumelhart, Hinton, & Williams, 1986).

4.2. Training and validation process

The above-described architecture is trained with satellite telemetry data. Fig. 4.7 and
Fig. 4.8 demonstrate training and validation processes. ROCAUC is used as a metric such
as in related work (Piech et al., 2015), which gives clearer quality in case of unbalanced
classes. Binary cross-entropy (BCE loss function) is chosen as a loss function, which shows a
dissimilarity measure between two distributions and is based on Kullback-Leibler Divergence
(Kullback-Leibler Divergence, n.d.). Thus, minimizing the loss function means that the loss
value between the target labels and the estimated labels becomes smaller:

J(l’*,i'*> = {j17""jN}Ta
e = = [2) - logay + (1 — &) -log(1 —a)],  ke{l,..., N},
J(z*,&*) - min ~ ROCAUC(z*,z*) — mazx

where J stands for the loss function, x* is a target value, and z* is an estimated value.
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5. SIMULATION RESULTS

Fig. 5.9 demonstrates results (smoothed values) of tracing, reflecting the potential
appearance of anomaly events. Each time point has information about the previous sequence,
and the new time point has a prediction for each info source (sensors). The approach is
robust concerning time shifts and information disappearing because the data batches have
been shuffled in a training period, and the neural network can predict such events based on
only one element in sequence (dictionary of known keys - axes, measured and programmed
wheel velocities).

The quality of the onboard ARO system is 54% by AUC metrics, while the presented
neural network in a pre-trained condition has a quality of about 82% by AUC metrics. This
value of above the results presented before considering the implementation of traditional
regressors and static neural networks. Intending to simplify access to the proposed model, the
authors of this manuscript prepared a digital repository where the software used to develop
the presented results is included. These programs can be found in github repository.
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Fig. 5.9. Tracing result with comparison to strict data
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6. DISCUSSION

This study describes the propagation of anomalies in satellite telemetry data. The
suggested and tested method to improve deviant system behavior propagation can be further
used for onboard implementation due to its lightweight architecture. The system can be
fine-tuned using new information. In this case, the system with the tracing neural network
core is able to predict with actual information about the target satellite device. It could be
implemented by fine-tuning the control center and pushing new weights to the satellite board
(the model weight is about 700Kb).

Another approach - Time-distributed CRNN (Luna-Alvarez, Mijica- Vargas, Matuz-Cruz,
Vianney Kinani, & Ramos-Diaz, 2020) - can also be applied to make a solution to this
problem. The idea regarding applying convolution layers to sum the information can get
a better result than the current architecture approach (tracing with the embedding layer).
However, in this way, a change of the 2d convolutions to 1d is suggested, or the information
should be represented in a bit new form to feed the data in a recurrent layer.

The quality of the problem solution can also be improved when transformer architecture is
used (Vaswani et al., 2017). The transformer architecture can represent the latent space more
complexly in comparison to the approach from this paper, which, consequently, will lead
to the ability to separate distributions and to make the high dissimilarity between them. It’s
worth mentioning that the loss function can be picked the same, while the data representation
is needed to be changed in a straight way of queries, keys, and values matrices.
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